FRAURTH EDLT IO N

HALLIDAY'S

FUNCTIONAL

GRAMMAR

M.A K. Halliday
Revised by Christian M.I.M. Matthiessen

—

= -
5 “Essential reading ... teeming with insights.” %{
“’635\* Michael Toolan, University of Birmingham, UK




HALLIDAY'S
INTRODUCTION
TO FUNCTIONAL

GRAMMAR

Fully updated and revised, this fourth edition of Halliday's Introduction to Functional
Grammar explains the principles of systemic functional grammar, enabling the reader to
understand and apply them in any context. Halliday’s innovative approach of engaging with
grammar through discourse has become a worldwide phenomenon in linguistics.

Updates to the new edition include:

e Recent uses of systemic functional linguistics to provide further guidance for
students, scholars and researchers

e More on the ecology of grammar, illustrating how each major system serves to realise
a semantic system

e A systematic indexing and classification of examples

e More from corpora, thus allowing for easy access to data

e Extended textual and audio examples and an image bank available online at www.
routledge.com/cw/halliday

Halliday’s Introduction to Functional Grammar, fourth edition is the standard reference
text for systemic functional linguistics and an ideal introduction for students and scholars
interested in the relation between grammar, meaning and discourse.

M.A K. Halliday is Emeritus Professor of Linguistics at the University of Sydney, Australia.

Christian M.I.LM. Matthiessen is Chair Professor of the Department of English in the Faculty
of Humanities at Hong Kong Polytechnic University.


http://www.routledge.com/cw/halliday
http://www.routledge.com/cw/halliday

Related titles include:

The Functional Analysis of English, third edition
Thomas Bloor and Meriel Bloor
ISBN 978 0 415 825 931 (hbk)
ISBN 978 1 444 156 652 (pbk)

Introducing Functional Grammar, third edition
Geoff Thompson
ISBN 978 0 415 826 303 (hbk)
ISBN 978 1 444 152 678 (pbk)



HALLIDAY'S
INTRODUCTION
TO FUNCTIONAL

GRAMMAR

FOURTH EDITION

M.A.K. Halliday
Revised by Christian M.I.M. Matthiessen

§ Ro utledge
rrrrrrrrrrrrrrrrr



Third edition published 2004 by Hodder Education, an Hachette UK company

This fourth edition published in 2014
by Routledge
2 Park Square, Milton Park, Abingdon, Oxon 0X14 4RN

Simultaneously published in the USA and Canada
by Routledge
711 Third Avenue, New York, NY 10017

Routledge is an imprint of the Taylor & Francis Group, an informa business
© 1985, 1994, 2004, 2014 M.A.K. Halliday and Christian M.I.M. Matthiessen

The right of M.A.K. Halliday and Christian M.l.M. Matthiessen to be identified as authors of this work
has been asserted by them in accordance with sections 77 and 78 of the Copyright, Designs and
Patents Act 1988.

All rights reserved. No part of this book may be reprinted or reproduced or utilised in any form

or by any electronic, mechanical, or other means, now known or hereafter invented, including
photocopying and recording, or in any information storage or retrieval system, without permission in
writing from the publishers.

Trademark notice: Product or corporate names may be trademarks or registered trademarks, and are
used only for identification and explanation without intent to infringe.

British Library Cataloguing in Publication Data
A catalogue record for this book is available from the British Library

Library of Congress Cataloging-in-Publication Data

Halliday, M. A. K. (Michael Alexander Kirkwood), 1925-

[Introduction to functional grammar]

Halliday’s introduction to functional grammar / M.A.K. Halliday and Christian Matthiessen. - Fourth
Edition

pages cm

Previous ed. published as: Introduction to functional grammar, 2004,

Includes bibliographical references and index.

1. Functionalism (Linguistics) 2. Grammar, Comparative and general. |. Matthiessen, Christian M. I.
M., author. II. Title.

P147.H35 2013

410.1'8-dc23

2013006799

ISBN: 9780415826280 (hbk)
ISBN: 9781444146608 (pbk)
ISBN: 9780203431269 (ebk)

Typeset in 10 on 12.5pt Berling
by Phoenix Photosetting, Chatham, Kent



CONTENTS

Conventions ix
Introduction xiii

Part1 The Clause 1

1 The architecture of language 3

2

1.1
1.2
1.3
1.4
1.5
1.6

Text and grammar 3
Phonology and grammar 11
Basic concepts for the study of language 20

Context, language and other semiotic systems

31

The location of grammar in language; the role of the corpus

Theory, description and analysis 54

Towards a functional grammar 58

2.1
2.2
2.3
2.4
2.5
2.6
2.7

Towards a grammatical analysis 58
The lexicogrammar cline 64
Grammaticalization 67

Grammar and the corpus 69

Classes and functions 74

Subject, Actor, Theme 76

Three lines of meaning in the clause 82

Clause as message 88

3.1
3.2
3.3
3.4
3.5
3.6
3.7
3.8
3.9

Theme and Rheme 88

Group/phrase complexes as Theme; thematic equatives

Theme and mood 97

Textual, interpersonal and topical Themes 105

The information unit: Given + New 114
Given + New and Theme + Rheme 119
Predicated Themes 122

Theme in bound, minor and elliptical clauses
Thematic interpretation of a text 128

125

92



. . CONTENTS

4 Clause as exchange 134
4.1 The nature of dialogue 134
4.2 The Mood element 139
4.3  Other elements of Mood structure 151
4.4  Mood as system; further options 160
4.5 POLARITY and MODAL ASSESSMENT (including modality) 172
4.6 Absence of elements of the modal structure 193
4.7 Clause as Subject 197
4.8 Texts 200

5 Clause as representation 211
5.1 Modelling experience of change 211
5.2 Material clauses: processes of doing-&-happening 224
5.3 Mental clauses: processes of sensing 245
5.4 Relational clauses: processes of being & having 259
5.5 Other process types; summary of process types 300
5.6 Circumstantial elements 310
5.7 Transitivity and voice: another interpretation 332
5.8 Text illustrations 356

Part I Above, Below and Beyond the Clause 359

6 Below the clause: groups and phrases 361
6.1 Groups and phrases 361
6.2 Nominal group 364
6.3  Verbal group 396
6.4 Adverbial group, conjunction group, preposition group 419
6.5 Prepositional phrase 424
6.6 Word classes and group functions 426

7 Above the clause: the clause complex 428
7.1 The notion of ‘clause complex’ 428
7.2  Types of relationship between clauses 438
7.3 Taxis: parataxis and hypotaxis 451
7.4  Elaborating, extending, enhancing: three kinds of expansion 460
7.5 Reports, ideas and facts: three kinds of projection 508
7.6 The clause complex as textual domain 549
7.7 Clause complex and tone 553
7.8 Texts 555

8 Group and phrase complexes 557
8.1 Overview of complexing at group/phrase rank 557
8.2 Parataxis: groups and phrases 560
8.3 Hypotaxis: nominal group 564
8.4 Hypotaxis: adverbial group/prepositional phrase 565



Contents

8.5 Hypotaxis: verbal group, expansion (1): general 567

8.6 Hypotaxis: verbal group, expansion (2): passives 575

8.7 Hypotaxis: verbal group, expansion (3): causative 578

8.8 Hypotaxis: verbal group, projection 584

8.9 Logical organization: complexes at clause and group/phrase structure, and
groups 588

9 Around the clause: cohesion and discourse 593
9.1 The concept of text; logogenetic patterns 593
9.2 The lexicogrammatical resources of COHESION 603
9.3 ConjuncTIoN 609
9.4 REFERENCE 623
9.5 EvLLipsis and SUBSTITUTION 635
9.6 LEXICAL COHESION 642
9.7 The creation of texture 650

10 Beyond the clause: metaphorical modes of expression 659
10.1 Lexicogrammar and semantics 659
10.2 Semantic domains 666
10.3 Mopbaury 686
10.4 Interpersonal metaphor: metaphors of mood 698
10.5 Ideational metaphors 707

References 732

Index 753



This page intentionally left blank



CONVENTIONS

Systemic description

Capitalization labels used in systems and realization statements

Capitalization

Convention

Example

lower case, or lower case with
single quotes

name of term in system
(feature, option)

‘indicative’/‘imperative’

small capitals

name of name of system

MOOD, MOOD TYPE, SUBJECT PERSON

initial capital

name of structural function
(element)

Mood, Subject; Theme, Rheme

Operators in system specifications

Operator Symbol Example

entry condition leading to terms indicative : declarative/

in system interrogative

systemic contrast (disjunction) | / declarative/interrogative;
declarative/imperative: tagged/
untagged

systemic combination & intensive & identifying: assigned/

(conjunction) non-assigned

Operators in realization statements

Operator Symbol Example

insert + indicative  + Finite

order A declarative “ Subject / Finite

expand () indicative ~ Mood (Finite, Subject)

preselect

mental  Senser: conscious
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Graphic conventions in system networks

X
a—v[ y there is a system x/y with entry condition a [if a, then either x or y]
X
"[ y there are two simultaneous systems x/y and m/n, both having entry
a condition a [if a, then both either x or y and, independently, either m
m
_.[ or n]
n
m .
X _.[ there are two systems x/y and m/n, ordered in dependence such that m/n
a—v[ n has entry condition x and x/y has entry condition a [if a then either x or
y v, and if x, then either m or n]
A there is a system x/y with compound entry condition, conjunction of a
/}—'[y and b [if both a and b, then either x or y]
b
a m there is a system m/n with two possible entry conditions, disjunction of a
]—'[n and c [if either a or ¢, or both, then either m or n]
c
Annotation of text

Boundary markers

Stratum

Symbol

Unit (complex)

Example

lexicogrammar

clause complex

clause

phrase, group

([ m

rankshifted (embedded)
clause complex

(|

rankshifted (embedded)
clause

[]

rankshifted (embedded)
phrase, group

phonology

ik

tone group complex

Il

tone group

foot

/

silent beat




Conventions

Other forms of annotation

Symbol | Gloss Example

t Constructed example t John’s father wanted him to give up the violin. His teacher persuaded him
to continue.

* Overlapping tums, starting at | Jane: We were all exactly * the same.

the location of the asterisk Kate: * But | don’t know that we were friends.

[2: x] element of structure ellipsed, | You've lost credibility and also you've probably spent more than you wanted
reinstatable as ‘x’

to, so [@: ‘you'] do be willing to back away from it, because there’s always
something else next week or the month after.

Example sources

Sources of examples are given in square brackets after examples. The main types are listed
in the table below.

Type of reference

[number]

[corpus name]

Comment Example
Example taken from our archive of examples held in a database; these will | [Text 370]
be listed on the IFG companion website

[ICE] Example take from one of the corpora in the collection known as [ICE-India]
International Corpus of English (ICE)

[ACE] Example take from the Australian Corpus of English (ACE)

[LOB] Example take from the Lancaster-Oslo-Bergen Corpus of British English

[BROWN] | Example take from the BROWN Corpus of American English

[COCA] Example take from the Corpus of Contemporary American English (COCA)

[BE] Bank of English corpus

Other conventions

Bold font is used to indicate (first mention of) technical terms, as in:

Each foot, in turn, is made up of a number of syllables

Italic font is used to indicate grammatical and lexical items and examples cited in the body
of the text, as in:

Here, the Theme this responsibility is strongly foregrounded
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INTRODUCTION

The first edition of Halliday's introduction to functional grammar (IFG)
appeared in 1985. It was, among other things, an introduction to the systemic
functional theory of grammar that M.A K. Halliday initiated through the
publication of his 1961 article ‘Categories of the theory of grammar’ (although
his publications on the grammar of Chinese go back to 1956). It was at the
same time an introduction to the description of the grammar of English
that he had started in the early 1960s (see e.g. Halliday, 1964). Thus, the
first edition of IFG was an introduction both to a functional theory of the
grammar of human language in general and to a description of the grammar of
a particular language, English, based on this theory. The relationship between
theory and description was a dialogic one: the theory was illustrated through
the description of English, and the description of English was empowered
by the theory. Halliday could have used any other language for this purpose
rather than English — for example, Chinese, since he had worked on Chinese
since the late 1940s. The theory had been developed as a theory of grammar
in general, and by the mid-1980s it had already been deployed and tested in
the description of a number of languages.

Around half a century has passed since Halliday’s first work on the general
theory of grammar and his first work on the description of English, and around
a quarter of a century has passed since IFG1 appeared: that edition represents
the mid-point between the early work and today’s continued theoretical and
descriptive research activities, activities that were enabled by IFG1 and are
reflected in IFG4. When IFG1 appeared, it was the only introduction of its
kind, a summary of the work by Halliday and others undertaken since the
early 1960s. It was a ‘thumbnail sketch’. He had already published accounts
of various areas, accounts that were in many respects more detailed than the
sketches in IFG - e.g. his account of transitivity and theme (Halliday, 1967/8),
his interpretation of modality (Halliday, 1970) and his description of grammar
and intonation (Halliday, 1967a). He had also worked on a manuscript
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presenting a comprehensive account of the grammar of English, The meaning of modern
English; many aspects of this account such as his interpretation of tense in English were only
sketched in IFG1. In addition, researchers had contributed significant text-based studies
of grammar and of intonation based on his framework. These informed the description
of English, but have not been published since text-based accounts were not welcomed by
publishers in the period dominated by formal generative linguistics.

Since IFG1 appeared a quarter of a century ago, and IFG2 followed nine years later in
1994, systemic functional linguists have published other complementary volumes drawing
on IFG in different ways, designed to serve different communities of users; these include
Geoff Thompson'’s Introducing functional grammar (first edition in 1996; second in 2004,
with the third about to appear), Meriel and Thomas Bloor’s Functional analysis of English:
a Hallidayan approach (first edition in 1995; second in 2004), my own Lexicogrammatical
cartography: English systems (1995), Graham Lock’s Functional English grammar: An
introduction for second language teachers (1996), and the IFG workbook by Clare Painter,
J.R. Martin and myself (first edition: Working with functional grammar, 1998; second
edition: Deploying functional grammar, 2010). In addition, researchers have contributed
many journal articles and book chapters to thematic volumes dealing with particular aspects
of IFG or reporting on research based on the IFG framework. For a summary of the rich
work in the IFG framework, see Matthiessen (2007b). However, researchers have also
complemented IFG stratally, moving from the account of lexicogrammar presented in IFG
to the stratum of semantics; book-length accounts include Martin’s English text (1992) and
Halliday’s and my Construing experience (1999, republished in 2006).

By the time Halliday generously invited me to take part in the project of producing IFG3,
the ecological niche in which IFG operates had thus changed considerably — certainly for the
better. It had, in a sense, become more crowded; but this meant that IFG3 could develop in
new ways. Thanks to Geoff Thompson’s more introductory Introducing functional grammar
and to other contributions of this kind, we were able to extend IFG in significant ways,
perhaps making the third edition more of a reference work and less of a beginner’s book
than the previous two editions had been. We certainly included features of the grammar of
English that had not been covered before, and we provided a more comprehensive sketch
of the overall theoretical framework in Chapters 1 and 2. In preparing the third edition,
we worked extensively with corpora of different kinds — resources that had become more
accessible since IFG1, supported by computational tools that had been developed since that
edition; and we included many examples drawn from corpora, and from our own archives
of text. In addition, we included system networks for all the major areas of the grammar.

In my own Lexicogrammatical cartography: English system (1995), LexCart, I had used
system networks as a cartographic tool, organizing the presentation of the description of
the grammar in terms of the system networks — ranging across metafunctions and down
ranks and taking a number of steps in delicacy. These system networks were derived
from a system network of the clause that Halliday had put together for a computational
project initiated by Nick Colby at UC Irvine and then taken over as the seed of the Nigel
grammar as part of the Penman project directed by Bill Mann at the Information Sciences
Institute, USC, in 1980 (this system network has now been published as part of Halliday’s
collected works). As a research linguist working on Mann’s project since the beginning, I
expanded this clause network, and added networks for other parts of the grammar — with
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[ntroduction

the help of Halliday and other systemic functional linguists (see Matthiessen, 1995a, and cf.
Matthiessen, 2007b). When we added system networks to IFG3, we did not try to organize
the overall presentation in terms of them as I had done in LexCart, since IFG already had
its own logic of presentation, which included more reasoning about the development of the
account than I had included in LexCart.

In preparing IFG4, I have followed the trajectory from IFG1 to IFG3, while at the same
time keeping in mind changes in the environment in which this fourth edition will appear.
I have continued working with corpora, benefiting from new resources generously made
available to the research community such as COCA (see Chapter 2). A great deal of this
work is, quite naturally, ‘under the hood’: as with IFG3, many fishing expeditions are
reflected by only one or two examples, or by just a brief note in passing, and many other
expeditions are only reflected indirectly. Along the way, there have been various interesting
findings that there is no space to report on in IFG4, like changes in the use of ‘gush’ as
a verb in Time Magazine since the 1920s, or more generally in the use of verbs of saying
over that period. In working with corpora, I was at various points tempted to replace all
examples from older corpora dating back to the 1960s with examples from more recent
ones; but I decided against it for various reasons — an important one being that, like any
other language, English is an assemblage of varieties of different kinds (cf. Chapter 2,
Section 2.4), including temporal dialects: the collective system of a language typically spans
a few generations — never in a state of being, always in a process of becoming. And even
more than a few generations: while Chaucer is almost out of range, Shakespeare is not.

One new feature in IFG4 is the introduction of a scheme for classifying texts according
to contextual variables, presented in Chapter 1. In Chapter 2 through to Chapter 10, I
have classified all the short texts and text extracts according to this scheme. This is a step
in the direction of illuminating the grammar at work in different text types — of supporting
the understanding of a language as an assemblage of registers. We hope that the website
companion to IFG4 (see below) will make it possible to provide many more text examples.

Another feature of IFG4 is the continued expansion of references to theoretical
frameworks and to descriptive work on English in systemic functional linguistics but also in
other frameworks. Here it is, of course, impossible to be comprehensive, or even to achieve
a balanced representation of references to relevant contributions. In his preface to Volume
1 of his Basic linguistic theory, Dixon refers to ‘quotationitis’, introducing it as ‘a fashion
in linguistics’, and characterizing it as ‘attempting to cite every single thing published on
or around a topic, irrespective of its quality or direct relevance’, and then pointing to
problems with this ‘fashion’. At the same time, it is very important that readers of IFG
should be able to follow up on particular points mentioned in the book and go beyond the
material presented here; and these days scholars are increasingly subjected by governments
to ill-conceived and destructive frameworks designed to measure their output and impact
in terms of publications, so citations make a difference. At one point, I thought that the
solution in the area of description might be to cite central passages in the major reference
grammars of English. However, on the one hand, this would actually be a significant project
in its own right, and on the other hand, these reference grammars are not, on the whole,
designed as gateways to the literature. I hope that the website companion to IFG4 will be
able to provide more bibliographic information. And various online search facilities are
helping students and researchers find relevant references.
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IFG4 can be used as a reference work supporting more introductory accounts, or as a
textbook in its own right. In either case, there are a number of books that are an important
part of the environment in which IFG operates — theoretical and descriptive accounts of
grammar (e.g. Halliday, 2002b, 2005; Butt et al., 2000; Thompson, 2004; Bloor & Bloor,
2004; Eggins, 2004; Matthiessen, 1995a; Martin, Matthiessen & Painter, 2010; Matthiessen &
Halliday, 2009; Caffarel, Martin & Matthiessen, 2004), of (prosodic) phonology (e.g. Halliday
& Greaves, 2008) and of semantics (e.g. Martin, 1992; Eggins & Slade, 2005; Martin & Rose,
2007; Halliday & Matthiessen, 2006). Accounts of language development both in the home
and the neighbourhood before school (e.g. Halliday, 1975, 2004; Painter, 1984, 1999) and in
school (see Christie & Derewianka, 2008, for a recent summary of research and report on their
own research from early primary school to late secondary school in Australia) give a unique
insight into the ontogenetic beginnings and continual expansion of lexicogrammar, and also a
very rich understanding of the grammar at work in everyday and educational contexts. Recent
overviews of systemic functional linguistics include Hasan, Matthiessen & Webster (2005,
2007), Halliday & Webster (2009); and, through the window of terminology, Matthiessen,
Teruya & Lam (2010). Here it is very important to note that Systemic Functional Grammar
(SFG) is only one part of Systemic Functional Linguistics (SFL). If one is working on English,
it is, of course, always helpful to have the standard reference grammars of English within easy
reach — Quirk et al. (1985), Biber et al. (1999) and Huddleston & Pullum (2002), as well as
overviews of descriptions of English such as Aarts & McMahon (2006).

In addition, IFG4 will be supported by a dedicated website. At the time of writing, I am
still working on material for the website, but it is clear that the site will offer additional
examples, extended text illustrations, sources of examples cited, additional pointers to the
literature, colour versions of a number of figures in [FG4 and probably additional displays,
the appendices from the first two editions of IFG and the foreword, and, I hope, in-depth
discussions of certain topics. I also hope that it will, at least to some extent, be possible
to take account of alternative descriptions, both systemic functional ones based on the
framework of the ‘Cardiff grammar’, developed by Robin Fawcett, Gordon Tucker and their
team of colleagues, researchers and students, and functional ones from other traditions, as
well as formal ones where there are interesting convergences or illuminating differences. I
hope the website will make it possible to treat IFG4 as a ‘live document’.

Let me round off this introduction on a personal note. When I saw the first drafts of parts
of IFG1 around 1980 or 1981, I was working as a research linguist on a computational
linguistic text-generation project directed by Bill Mann (cf. Matthiessen & Bateman, 1991;
Matthiessen, 2005). Halliday was a consultant on the project and had (as mentioned above)
already contributed an ‘algebraic’ representation of the core systems of the clause as a
foundation of the computational grammar part of the text generation system, the ‘Nigel
grammar’, and with the help of the first drafts and earlier published system networks, I
expanded the description for the computational grammar. Halliday and I had both started
on the project in mid-1980. In the course of this project and its successors, I was very
fortunate to learn from him how to develop grammatical descriptions — holistically, as global
outlines rather than as local grammar fragments; and I learned how to model grammar and
how to produce descriptions that are explicit enough for computational modelling.

However, my interest in Halliday’s work and in systemic functional linguistics more generally
had started during my undergraduate days in general linguistics and English linguistics at Lund
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University in the 1970s. As an undergraduate student in linguistics, I was taught to develop
descriptions of fragments of grammar using the version of Chomsky’s generative grammar
that was current at the time (a version of the ‘Extended Standard Theory’); I remember
working on mood tags — without any of the insights that Halliday’s account brings to this
area of the grammar of English. But we were also encouraged to explore different theoretical
frameworks, by the two professors of Linguistics during my time there as a student, Bertil
Malmberg and then Bengt Sigurd. And in the Department of English, where I was also a
student, there was a great deal of interest in Halliday & Hasan’s (1976) account of cohesion
— a contribution that stimulated a number of PhD theses in that department, as part of
the reorientation to corpus-based research brought about by the new Professor of English
linguistics, Jan Svartvik. (In those days, it was still possible for students to construct their own
study paths; I had added Arabic and Philosophy to my particular mix.)

When 1 first came across Systemic Functional Linguistics back at Lund University,
something clicked — or rather a number of things clicked. I realized that Halliday had solved
a problem that had puzzled and bothered me for quite a long time — since secondary school,
where I had come across Alvar Ellegird’s highly original introduction to generative semantics
and also Bertil Malmberg’s introduction to European structuralism. Both approaches
seemed full of insight and promising — one providing a deeper understanding of structure
and the other showing the power of the paradigmatic axis. However, they appeared to
be completely incompatible. It was only when I read Halliday’s work that I understood
how systemic (paradigmatic) organization could be related to structural (syntagmatic)
organization through realization statements. His theory of paradigmatic organization and
the relationship between the paradigmatic axis and the syntagmatic one is one of the major
breakthroughs in twentieth-century theoretical linguistics. Later I became aware of other
breakthroughs he had quietly made, including his theory of metafunctions, his theory of
instantiation and his theory of grammatical metaphor.

In working on the description of English in a computational linguistics context, and on
the description of Akan in a typological linguistic context, I also came to appreciate the
descriptive power of systemic functional theory, including the heuristic value of developing
a description with the help of a function-rank matrix (see Chapter 2). I still remember very
clearly the quite extraordinary sensation I had when I began auditing the first seminars I
had ever attended by Halliday — a course he gave at UC Irvine starting around March 1980:
this was the first time anyone had ever given me a clear sense of the overall organization of
language as a complex semiotic system. I thought to myself that he was the first linguist to
teach me about language; previously other linguists had taught me about linguistics. There
is a very significant fundamental difference between the two; and language is much harder
to understand (and so to teach about) than linguistics!

I was very fortunate to start working on the systemic functional description of English in
1980 under Halliday’s guidance. His descriptions were often quite ‘unorthodox’ in the sense
that they differed significantly from ‘mainstream’ accounts — for example, his account of the
clause as a metafunctional grammatical construct, his account of grammar and lexis as zones
within a lexicogrammatical continuum (rather than as separate ‘modules’), his account of
transitivity in English based on the complementarity of the transitive and ergative models,
his account of theme and information as complementary textual systems, his account of
modality as a cline for propositions and proposal between positive and negative polarity
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extended through interpersonal grammatical metaphor, his account of tense as a logical
system for construing serial time (as opposed to a combination of tense and aspect), his
account of hypotactic verbal group complexes and of clause complexes (contrasting with
accounts based on the notion of complementation).

Naturally, in working on the computational grammar in the 1980s, I tried out more
fashionable accounts that were part of the received tradition; but every time I experimented
I came to realize how much more insightful Halliday’s accounts were — being part of
(and thus revealing patterns within) the overall system of the grammar. He never tried
to convince me — never tried to pull rank (although in his position, I would've been very
tempted to tell me: ‘just take my word for it’), but, instead, he taught me how to work
things out for myself.

One of the early areas I worked on was tense; when I finally understood his account, and
was able to appreciate the advance it represented over both tense-aspect accounts that were
popular at the time and Hans Reichenbach’s sketch of a temporal logic from the 1940s
that had been adopted in a number of more recent linguistic and computational linguistic
accounts, I experienced the sense of an Aha-Erlebnis for the first time in my life — the term
had been introduced to us in high school (I probably learned the term ‘epiphany’ much
later), but I think I had only understood it theoretically before: I suddenly understood the
deep insight embodied in Halliday’s description of the English grammar of serial time.

On another occasion I was trying to come to grips with ‘serial verb constructions’ in
Akan in the mid-1980s and I suddenly realized that Halliday’s account of hypotactic verbal
group complexes was a much better model than the assumption (still common at the
time) that some form of complementation was involved. But I've already gone on too long
... T just wanted to convey both my sense of the extraordinary intellectual excitement of
being involved in the long-term research programme of which IFG has turned out to be an
important part and my enormous sense of gratitude to Halliday for his mentorship, and also
for his fortitude — for daring to be so dramatically different from the mainstream even at
the cost of being ignored and effaced by its practitioners and for daring to develop appliable
linguistics at a time when application was a sign of theoretical impurity.

As I tinker with Michael Halliday’s Introduction to functional grammar, 1 am yet again
reminded of my enormous debt to him — a debt that I am very happy to see increase over
the decades; it will continue to accumulate interest for as long as I live. At the same time,
I'm also happily aware of all the colleagues and students who have engaged with IFG, asking
questions and giving comments that have informed my work on the fourth edition. I am
deeply grateful to all of them. It's impossible to mention everyone; but I have benefited in
particular from the researchers who have done PhDs with me developing comprehensive
descriptions of the clause grammars of a rich range of languages: Alice Caffarel on French,
Kazuhiro Teruya on Japanese, Minh Duc Thai on Vietnamese, Eden Li on Chinese, Pattama
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CHAPTER
ONE

THE ARCHITECTURE OF LANGUAGE

1.1 Text and grammar

When people speak or write, they produce text; and text is what listeners
and readers engage with and interpret. The term ‘text’ refers to any instance
of language, in any medium, that makes sense to someone who knows the
language; we can characterize text as language functioning in context (cf.
Halliday & Hasan, 1976: Ch. 1; Halliday, 2010). Language is, in the first
instance, a resource for making meaning; so text is a process of making meaning
in context.

To a grammarian, text is a rich, many-faceted phenomenon that ‘means’ in
many different ways. It can be explored from many different points of view.
But we can distinguish two main angles of vision: one, focus on the text as
an object in its own right; two, focus on the text as an instrument for finding
out about something else. Focusing on text as an object, a grammarian will
be asking questions such as: Why does the text mean what it does (to me,
or to anyone else)? Why is it valued as it is? Focusing on text as instrument,
the grammarian will be asking what the text reveals about the system of the
language in which it is spoken or written. These two perspectives are clearly
complementary: we cannot explain why a text means what it does, with all
the various readings and values that may be given to it, except by relating it
to the linguistic system as a whole; and, equally, we cannot use it as a window
on the system unless we understand what it means and why. But the text
has a different status in each case: either viewed as artefact, or else viewed as
specimen.

The text itself may be lasting or ephemeral, momentous or trivial, memorable
or soon forgotten. Here are three examples of text in English:

Text 1-1: Exploring text (spoken, monologic)
Today all of us do, by our presence here, and by our celebrations in other parts of our country
and the world, confer glory and hope to newborn liberty.
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Out of the experience of an extraordinary human disaster that lasted too long, must be born a society of
which all humanity will be proud. Our daily deeds as ordinary South Africans must produce an actual South
African reality that will reinforce humanity’s belief in justice, strengthen its confidence in the nobility of the
human soul and sustain all our hopes for a glorious life for all.

All this we owe both to ourselves and to the peoples of the world who are so well represented here today.

Text 1-2: Recommending text (written, monologic)
Cold power is the ideal brand for any family.

We understand that there is more than one thing you want to achieve out of every wash load.

As such, we have developed a formula capable of achieving a wide range of benefits for all types of wash

loads.

Text 1-3: Sharing text (spoken, dialogic)

‘And we’ve been trying different places around the island that — em, a couple of years ago we got on to this
place called the Surai in East Bali and we just go back there now every time. It is -’

‘Oh I've heard about this.’

‘Have you heard about it? Oh.’

‘Friends have been there.’

‘It is the most wonderful wonderful place. Fabulous.’

Text (1-3) was a spontaneous spoken text that we are able to transpose into writing because
it was recorded on audiotape. Text (1-2) is a written text, which we could (if we wanted to)
read aloud. Text (1-1) is more complex: it was probably composed in writing, perhaps with
some spoken rehearsal; but it was written in order to be spoken, and to be spoken on an all-
important public occasion (Nelson Mandela’s inaugural speech as President, 10 May 1994).

When grammarians say that from their point of view all texts are equal, they are thinking of
them as specimens. If we are interested in explaining the grammar of English, all these three
texts illustrate numerous grammatical features of the language, in meaningful functional
contexts, all equally needing to be taken into account. Seen as artefacts, on the other hand,
these texts are far from equal. Text (1-1) constituted an important moment in modern
human history, and may have left its imprint on the language in a way that only a very few
highly valued texts are destined to do. But here too there is a complementarity. Text (1-1)
has value because we also understand texts like (1-2) and (1-3); not that we compare them,
of course, but that each text gets its meaning by selecting from the same meaning-making
resources. What distinguishes any one text is the way these resources are deployed.

Our aim in this book has been to describe and explain the meaning-making resources
of modern English, going as far in detail as is possible within one medium-size volume. In
deciding what parts of the grammar to cover, and how far to go in discussion of theory,
we have had in mind those who want to use their understanding of grammar in analysing
and interpreting texts. This in turn means recognizing that the contexts for analysis of
discourse are numerous and varied — educational, social, literary, political, legal, clinical and
so on; and in all these the text may be being analysed as specimen or as artefact, or both
(specimen here might mean specimen of a particular functional variety, or register, such as
‘legal English”). What is common to all these pursuits is that they should be grounded in an
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account of the grammar that is coherent, comprehensive, and richly dimensioned. To say
this is no more than to suggest that the grammatics — the model of grammar — should be as
rich as the grammar itself (Halliday, 1984b, 1996; for educational considerations, cf. also
Williams, 2005). If the account seems complex, this is because the grammar is complex — it
has to be, to do all the things we make it do for us. It does no service to anyone in the long
run if we pretend that semiosis — the making and understanding of meaning — is a simpler
matter than it really is.'

1.1.1 Constituency: (1) phonological

Perhaps the most noticeable dimension of language is its compositional structure, known
as ‘constituency’: larger units of language consist of smaller ones. The patterns of any sub-
system of language such as the sub-system of sounding, or phonology, are distributed across
units of varying size, ranging from the largest units of that sub-system to the smallest. Units
of different sizes carry different kinds of pattern; for example, in phonology, the largest
units carry melodic patterns, and the smallest units carry articulatory patterns.

If we listen to any of these texts — to any text, in fact — in its spoken form we will hear
continuous melody with rising and falling pitch, and with certain moments of prominence
marked by either relatively rapid pitch changes or extended pitch intervals (cf. Halliday &
Greaves, 2008). These moments of prominence define a snatch of melody — a melodic unit,
or line; and within this melodic progression we will be able to pick up a more or less regular
beat, defining some rhythmic unit, or foot. We can perhaps recognize that the ‘line’ and
the ‘foot’ of our traditional verse metres are simply regularized versions of these properties
of ordinary speech.

Each foot, in turn, is made up of a number of units of articulatory movement, or syllables;
and each syllable is composed of two parts, one of which enables it to rhyme. We refer to
this rhyming segment, simply, as the rhyme; the preceding segment to which it is attached
is called the onset. Both onset and rhyme can be further analysed as articulatory sequences
of consonants and vowels: consonant and vowel phonemes, in technical parlance.

The stretch of speech is continuous; we stop and pause for breath from time to time, or
hesitate before an uncertain choice of word, but such pauses play no part in the overall
construction. None of these units — melodic line (or ‘tone group’), foot (or ‘rhythm group’),
syllable or phoneme — has clearly identifiable boundaries, some definite point in time where
it begins and ends. Nevertheless, we can hear the patterns that are being created by the
spoken voice. There is a form of order here that we can call constituency, whereby larger
units are made up out of smaller ones: a line out of feet, a foot out of syllables, a syllable
out of sequences of phonemes (perhaps with ‘sub-syllable’ intermediate between the two).
We refer to such a hierarchy of units, related by constituency, as a rank scale, and to each
step in the hierarchy as one rank (cf. Halliday, 1961, 1966¢; Huddleston, 1965).

1 Throughout this book we will show the first mention of technical terms such as ‘register’, ‘grammatics’
and “semiosis” in bold. Most scientific disciplines use technical terms quite extensively as part of the
linguistic resources for construing their field of study. Technical terms are not unnecessary ‘jargon’; they
are an essential part of construction of scientific knowledge. Many of the terms used here can be found in
Matthiessen, Teruya & Lam (2010). If this introduction to functional grammar seems to have many technical
terms, we recommend a comparison with a university textbook introducing, e.g., anatomy or geology!

5



. . THE ARCHITECTURE OF LANGUAGE

What we have been setting up here is the rank scale for the sound system of English:
the phonological rank scale (see Halliday, 1967a: 12ff.; Halliday & Greaves, 2008). Every
language has some rank scale of phonological constituents, but with considerable variation
in how the constituency is organized (cf. Halliday, 1992¢, on Mandarin): in patterns of
articulation (syllables, phonemes), of rhythm (feet), and of melody (tone groups), and
in the way the different variables are integrated into a functioning whole. We get a good
sense of the way the sounds of English are organized when we analyse children’s verses, or
‘nursery rhymes’; these have evolved in such a way as to display the patterns in their most
regularized form. Little Miss Muffet can serve as an example (Figure 1-1).2

foot foot foot foot

syll. syll. syll. syll. syll. syll. syll. syll. syll. syll. syll. syll.
line Lit tle Miss | Muf fet sat on a tuf fet
line Eat ing her curds | and whey There
line came |a big Spi der which | sat down | be side her And
line frigh tened | Miss | Muf fet a way

Fig. 1-1 Example of phonological constituency

We will say more about phonology in Section 1.2 below. Meanwhile we turn to the
notion of constituency in writing.

1.1.2 Constituency: (2) graphological

As writing systems evolved, they gradually came to model the constituent hierarchy of
spoken language, by developing a rank scale of their own. Thus, in modern English writing,
we have a graphological rank scale of four ranks: the sentence (beginning with a capital
letter and ending with a major punctuation mark: a full stop, question mark or exclamation
mark), sub-sentence (bounded by some intermediate punctuation mark: colon, semicolon
or comma; or a dash), word (bounded by spaces) and letter. Here is the same text written
in orthographic conventional form (see Figure 1-2).

word word word word word word word
sentence | sub-sentence | Little Miss Muffet sat on a tuffet,
sub-sentence eating her curds and whey.
sub-sentence There came a big spider,
sentence | sub-sentence | which sat down beside her,
sub-sentence | and frightened | Miss Muffet away.

Fig. 1-2 Examples of graphological constituency: sentence, sub-sentence and word

2 Versions of nursery rhymes are those given in lona & Peter Opie, The Oxford dictionary of nursery rhymes.
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The constituent structure is represented by a combination of spelling (combining letters
to form words) and punctuation (using special signs, and also the case of the letter, to signal
boundaries; cf. Halliday, 1985a). The system is more complex than we have illustrated
here, in three respects: (1) word boundaries are somewhat fuzzy, and there is a special
punctuation mark, the hyphen, brought in to allow for the uncertainty, e.g. frying pan,
fryingpan, frying-pan; (2) there is a further rank in the hierarchy of sub-sentences, with
colon and semicolon representing a unit higher than that marked off by a comma; (3) there
is at least one rank above the sentence, namely the paragraph. These do not affect the
principle of graphological constituency; but they raise the question of why these further
orders of complexity evolved.

The simple answer is: because writing is not the representation of speech sound. While
every writing system is related to the sound system of its language in systematic and non-
random ways (exactly how the two are related varies from one language to another), the
relationship is not a direct one. There is another level of organization in language to which
both the sound system and the writing system are related, namely the level of wording, or
‘lexicogrammar’. (We shall usually refer to this simply as ‘grammar’, as in the title of the
book; but it is important to clarify from the start that grammar and vocabulary are not two
separate components of a language — they are just the two ends of a single continuum (see
Halliday, 1961; Hasan, 1987; Matthiessen, 1991b; Tucker, 1998, 2007).) The sound system
and the writing system are the two modes of expression by which the lexicogrammar of a
language is represented, or realized (to use the technical term).

Since language evolved as speech, in the life of the human species, all writing systems
are in origin parasitic on spoken language (cf. Halliday, 1985a; Matthiessen, 2006b); and
since language develops as speech, in the life of every hearing individual, this dependency
is constantly being re-enacted. Even with the deaf, whose first language uses the visual
channel, this is not writing; Sign is more closely analogous to spoken than to written
language, signs being in a sense visible forms of articulation and facial expressions visible
prosodies. But as writing systems evolve, and as they are mastered and put into practice by
the growing child, they take on a life of their own, reaching directly into the wording of
the language rather than accessing the wording via the sound; and this effect is reinforced
by the functional complementarity between speech and writing. Writing evolved in its
own distinct functional contexts of book keeping and administration as ‘civilizations’ first
evolved — it never was just ‘speech written down’; and (at least until very recent advances
in technology) the two have continued to occupy complementary domains.

So, still keeping for the moment to the notion of constituency, as a way in to exploring
how language is organized, let us look at the phenomenon of constituency in lexicogrammar.
This will help to explain the principles that lie behind this kind of hierarchic construction,
and to understand what is common to different manifestations (such as melodic unit of
speech, the line of metric verse, and the sub-sentence of the written text).

1.1.3 Constituency: (3) lexicogrammatical

We will visit Little Miss Muffet just one more time. The punctuation of the text, in the
previous section, clearly indicated its graphological composition, in terms of sentences,
sub-sentences and words. When we now break down the same text into its grammatical
constituents, we find a high degree of correspondence across the higher units: each written
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sentence in the graphology is one clause complex in the grammar, and each sub-sentence
is one clause. This is obviously not a coincidence: the two sets of units are related (see

Figure 1-3).

word group word group word group word group
clause clause | little miss muffet sat on a tuffet
complex clause eating her curds and whey
clause clause there came a big spider
complex [ clause | which sat down beside her
clause | and frightened miss muffet away

Fig. 1-3 Example of grammatical constituency

But they are not identical; the correspondence will not always hold. Little Miss Muffet
evolved as a spoken text, so when someone decided to write it down they chose to punctuate
it according to the grammar. In Nelson Mandela’s text, on the other hand, the first (written)
sentence is grammatically a single clause — but it is written as five sub-sentences. Here
the punctuation is telling us more about the phonological structure (the division into
tone groups) than about the grammar. There is nothing unusual about this: many writers
punctuate phonologically rather than grammatically, or in some mixture of the two. And
there are many kinds of written text that are carefully punctuated into sentences and sub-
sentences (i.e. with full stops, colons and commas) but containing no clauses or clause
complexes at all, like the following:

Text 1-4: Recommending — ‘Classified rates’
CLASSIFIED RATES

£5.10 per line (average six words per line); display £12 per single column centimetre; box numbers £5.
Discounts: 20 per cent for four insertions, 30 per cent for eight insertions, 50 per cent for twelve insertions.
Prices do not include VAT.

London Review of Books, 28 Little Russell Street, London WC1A 2HN.

It is often uncertain whether someone writing about grammar is talking about graphological
units or grammatical units. To avoid this confusion we shall call them by different names
(as has become the usual practice in systemic functional grammar). We will use sentence
and sub-sentence to refer only to units of orthography. In referring to grammar we will use
the term clause. When a number of clauses are linked together grammatically we talk of
a clause complex (each single linkage within a clause complex can be referred to as one
clause nexus).

Below the clause, the situation is rather different. Graphologically, sub-sentences consist
of words — there is no written unit in between. The word is also a grammatical unit; and
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here we shall continue to use the same term for both, because the correspondence is close
enough (both categories, orthographic word and grammatical word, are equally fuzzy?).
Grammatically, however, the constituent of a clause is not, in fact, a word; it is either a
phrase or a word group (which we shall call simply group from now on). (We have not
shown phrases in Little Miss Muffet; there are two examples, on a tuffet and beside her.
For the important difference between a group and a phrase, see Section 6.1 ‘Groups and
phrases’ in, Chapter 6.) Grammatically, a word functions as constituent of a group.
Words have constituents of their own, morphemes. These are not marked off in the writing
system; sometimes they can be identified as the parts of a written word, e.g. eat + ing, curd
+ s, frighten + ed, or else recognized as traces of its history (beside, away were both originally
dimorphemic). We shall not be dealing systematically with word morphology in this book
(see Matthiessen & Halliday, in prep.); but it illustrates the limits of compositional structure
in language (and hence the problems of trying to explain all of grammar in constituency
terms). Grammarians used to worry a lot about whether to analyse sat, came as consisting of
two morphemes (sit/come plus an abstract morpheme ‘past’ realized as a vowel change); but
this is a problem created by the theory. Composition is an important semogenic (meaning-
creating) resource; but it should not be allowed to dominate our thinking about grammar.
Let us summarize here the five principles of constituency in lexicogrammar.

(1) There is a scale of rank in the grammar of every language. That of English (which
is typical of many?) can be represented as:

clause
phrase/group
word
morpheme.

(2) Each consists of one or more units of the rank next below. For example, Come!
is a clause consisting of one group consisting of one word consisting of one
morpheme.*

(3) Units of every rank may form complexes: not only clause complexes but also
phrase complexes, group complexes, word complexes and even morpheme
complexes may be generated by the same grammatical resources.

(4) There is the potential for rank shift, whereby a unit of one rank may be down-
ranked (downgraded) to function in the structure of a unit of its own rank or of a

3 Languages vary, however, with respect to the ‘division of grammatical labour’ among the ranks. In
particular, certain languages do relatively more grammatical work at group (and clause) rank, while other
languages do relatively more work at word rank. Thus, for example, Japanese, Turkish, and Inuit do
relatively more work at word rank, whereas, for example, Thai, Chinese, and Viethamese do relatively more
work at group rank. For instance, verbal affixes operating at word rank in one language may correspond to
verbal auxiliaries operating at group rank in another, or even to modal particles operating at clause rank in
yet another. This distribution of grammatical work across the rank scale is likely to change over time as a
language evolves: there is a strong tendency for higher-ranking items to drift down the rank scale, as when
pronouns and auxiliaries lose their status as free words and gradually become bound verbal affixes.

4 This is not an arbitrary ‘rule’. It is what explains the fact that such an instance is selecting simultaneously
in systems of every rank: Come! is an ‘imperative’ (as opposed to ‘indicative’) clause, a ‘positive’ (as
opposed to ‘negative’) verbal group, a base (as opposed to derived) form of the verb (word).



. . THE ARCHITECTURE OF LANGUAGE

rank below. Most commonly, though not uniquely, a clause may be down-ranked
to function in the structure of a group.

(5) Under certain circumstances it is possible for one unit to be enclosed within
another; not as a constituent of it, but simply in such a way as to split the other
one into two discrete parts.

To represent the lexicogrammatical constituents in a passage of written text we adopt

the notational conventions set out in Table 1-1 Notational conventions for representing
lexicogrammatical constituency (see Table 1-1).

Table 1-1 Notational conventions for representing lexicogrammatical constituency

] clause complex mm downranked clause complex | <<< >>> | enclosed clause complex
[ clause 18] downranked clause <«<>> enclosed clause
| phrase or group [1] downranked phrase/group <> enclosed phrase/group

# [space] | word

Examples:

[l out of [ the experience [ of [ an extraordinary human disaster [that | lasted | too long]]]]] | must be born | a
society [of which | all humanity | will be | proud ]Il

[l did <you> read | that article [ the other day] [ about [ this woman [[[ who | was driving | along | somewhere |
on [ this country road ] Il when | hail | just suddenly | started pouring down [[|] ]l

[Il we | understand Il that | there | is | more [ than [ one thing]] [[you | want to achieve | out of [ every wash

load I TIII

Il today | all of us | do < by [our presence here ] and | by [ our celebrations [ in [ other parts [ of [ our country
and the world[]]]] > confer | glory and hope | to [ newborn liberty] Il

The clause is the central processing unit in the lexicogrammar — in the specific sense
that it is in the clause that meanings of different kinds are mapped into an integrated
grammatical structure. For this reason the first half of this book is organized around the
principal systems of the clause: theme, mood and transitivity. In Part II we move outward
from the clause, to take account of what happens above and below it — systems of the clause
complex, of groups and phrases, and of group and phrase complexes; and also beyond the
clause, along other dimensions so to speak.

The perspective moves away from structure to consideration of grammar as system,
enabling us to show the grammar as a meaning-making resource and to describe grammatical
categories by reference to what they mean. This perspective is essential if the analysis of
grammar is to be an insightful mode of entry to the study of discourse. But first, in the
remainder of the present chapter, we will say a little more about compositional structure,
including a more detailed sketch of phonology, so that we can take the relevant aspects of
it for granted throughout the rest of the book.
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1.2 Phonology and grammar

If we want to take a comprehensive view of English grammar, we must first make an
excursion into phonology. This is because there are some grammatical systems that are
realized by prosodic means: for example, by the contrast between falling and rising tone.

As we have seen in Section 1.1.1, the units of phonology are organized from largest to
smallest according to the phonological rank scale — tone group (melodic line), foot (rhythm
group), syllable and phoneme. Each unit is the domain of certain phonological systems,
and it can be characterized in terms of a characteristic structure (the exception being the
smallest unit, the phoneme): see the summary in Table 1-2. These units can be divided into
two regions of articulation and prosody. Articulatory features are associated with smaller
units, typically phonemes (vowels and consonants). Prosodic features are associated with
larger units; they are features of intonation and rhythm (for an overview of the phonetics
of prosody, see Nooteboom, 1997). The gateway between the two regions is the syllable; it
realizes prosodic features of intonation and rhythm (and may carry its own, e.g. syllabic tone
in ‘tone languages’ such as Chinese) and it ‘choreographs’ articulatory gestures (sequences
of phonemes).

Table 1-2 The phonological rank scale

Rank Nature of unit Major systems Structure

tone group | prosody: melody (intonation) TONE, TONICITY, TONALITY (Pretonic ~) Tonic
foot prosody: rhythm FOOT COMPOSITION, ICTUS STATE Ictus (A Remiss)

syllable prosody: salience SYLLABIC COMPOSITION (Onset A) Rhyme

articulation: articulatory gesture

phoneme | articulation: articulatory sub-gesture | [ARTICULATORY SYSTEMS:] MANNER, PLACE, NASALITY | —
ETC.

As a general principle, articulation is arbitrary (conventional), in the sense that there
is no systematic relation between sound and meaning (as emphasized by Saussure and
further developed by other European structuralist linguists, in particular Hjelmslev and
Martinet; see e.g. Halliday, 1985b/2003: 196). Prosody, on the other hand, is natural
(just as grammar is in relation to semantics; see Halliday & Matthiessen, 1999: 18-22):
it is related systematically to meaning, as one of the resources for carrying contrasts
in grammar. In this section we give a sketch of the prosodic region of the phonology
from the standpoint of its importance to the grammatical description. For a more
comprehensive account, see Matthiessen & Halliday (in prep.), Halliday (1967a) and
Halliday & Greaves (2008).

1.2.1 Rhythm: the foot

Consider another well-known piece of traditional children’s literature:
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Text 1-5: Expounding — nursery rhyme
If all the world was apple pie,

And all the sea was ink,
And all the trees were bread and cheese,

What should we have to drink?

Say it aloud; or, better still, get a pre-literate child to say it aloud for you, so as to avoid
imposing any artificial conventions in the reading of written verse. You will hear the lines
of melody, and you will hear the rhythm.

The rhythm is carried by a succession of beats, occurring at more or less regular intervals
(Abercrombie, 1967: 96-98; Catford, 1977: 85-91, 1985).° In this verse, the beats occur in
alternate syllables, which happen to be the even-numbered syllables in the line: all, world,
ap-, pie, sea, ink; all, trees, bread, cheese; should, have, drink. For contrast, here is a verse with
the beat on the odd-numbered syllables in the line:

Text 1-6: Recreating — nursery rhyme
Better Botter bought some butter.

But, she said, the butter’s bitter;
If T put it in my batter,

It will make the batter bitter ...

Accompanying the beat syllable are other, off-beat syllables that are rhythmically
dependent on it. In these examples there was only one off-beat syllable attached to each
one that carried a beat. There may be two, as in Little Miss Muffet (cf. Figure 1-1 above).
We will refer to the syllable that carries the beat as a strong syllable (but noting at the
same time that there is also a technical term, salient, for it) and to the off-beat syllables as
weak. The structural unit formed by one strong, or salient, syllable together with any weak
syllable(s) following on from it is called a foot. The foot is one of the constituents of the
English sound system; it is the unit of rhythm.

The foot is easily recognized in children’s nursery rhymes, (1) because the strong syllables
are very regular in tempo and (2) because a pattern is set up with a fixed number of
syllables in the foot. This second point does not mean that every foot contains exactly that
number; there may be a moment of silence, like a rest in music, or one syllable may be
lengthened to stretch over the time allowed for two, like curds in eating her curds and whey.
But each verse establishes is own basic pattern, either of two or of three syllables in the
foot, or sometimes of four; and every foot adapts to that pattern.

5 Note that the account of rhythm presented here is based on the study of natural, connected speech. This
contrasts sharply with accounts of rhythm that are based on isolated words and expressions (as in metrical
phonology) or constructed examples that are read aloud. There is, however, a trace of the connection
between the word (as a unit of grammar) and the foot (as unit of phonology) in the form of accent: a
grammatical word is realized phonologically by a sequence of syllables, and one of them will be the default
location of the beat. But this may be overridden in connected speech; and there are words where the beat
may fall on either syllable (as with Chinese) to accommodate the rhythmic pattern of connected speech.
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The question then is: how does this relate to the natural rhythm of English speech?
All poetry ultimately derives from natural spoken language; over time it evolves a rich
array of patterns of its own, at all levels of language, but all of them have their origin in
speech. Every language has its own natural rthythm, some patterned way of modulating
the pulse of the air-stream that comes from the diaphragm (cf. Catford, 1977: 85-91). In
English, the rhythm of speech derives from the marked contrast between strong and weak
syllables (cf. Grabe & Low, 2002). When you speak, naturally and spontaneously, without
paying attention to the process of speaking, the strong syllables tend to occur at roughly
even intervals: nothing like so exact, of course, as in children’s verses, or in recitations like
counting or listing the days of the week, but enough to provide a clear measure, a rhythmic
progression with which the listener keeps in phase.

This rhythmic progression represents a form of constituency: the foot is a constituent of the
sound system of English. The foot in poetry has its origin in the foot of the spoken language.
But there are three factors that need to be taken into account when we compare the two.

(1) In natural speech, the number of syllables in the foot continually varies; there may
be just one (the salient syllable), or there may be two, three, four, or even five or six in
speech with rapid tempo. This was, in fact, the pattern followed in Old English and Early
Middle English verse; the line had a definite number of feet (typically four), but the number
of syllables in the foot could vary freely. The metric foot — that is, a foot with a fixed
number of syllables — became established in Chaucer’s time, largely through the influence
of Chaucer himself, and it remained the norm of mainstream English verse for the next
five centuries. In the twentieth century it ceased to dominate, and there has been a new
wave of input into poetry from spoken language — including, in the past few decades, from
speakers of new varieties of English whose rhythms are very different from those of the
original native speakers of the language.

(2) Part of the tradition of metric verse was the analysis of verse forms in terms of metrics:
this was an analysis based on the number of feet per line, and the number and distribution
of syllables in the foot. A line might have two, three, four, five or six (occasionally seven or
eight) feet; the favourite line, that of Chaucer, Shakespeare, Milton, Pope and Keats, was
the pentameter (five feet). A foot might have two, three or four syllables, but, in addition,
it might be either ‘descending’ or ‘ascending’ — that is, the salient syllable might occur either
at the beginning or at the end. For example, a two-syllable foot might be trochaic (strong +
weak) or iambic (weak + strong). Of the verses cited above, Betty Botter is trochaic, while
the world of apple pie and ink is iambic.

This last distinction, between descending and ascending rhythm, is a property of metric
verse form, accounting for how the line is organized into metric feet; it has no significance
for the sound system of English. In spoken English the salient syllable always occurs at the
beginning of the foot; a foot is thus like a bar in music, defined as beginning with a beat.
The phonological foot, therefore, as distinct from the metric foot, consists of one strong
syllable optionally followed by one or more weak syllables. The functional interpretation
of this structure is

Ictus ( ~ Remiss)

where A means ‘followed by’ and the parentheses indicate that the Remiss element is
optional. The Ictus and the Remiss are elements of the functional structure of the foot, and
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they are realized by units of the rank below that of the foot, i.e. by syllables. The Ictus is
realized by a strong syllable (or a silent beat; see immediately below), and the Remiss (if
present) by one or more weak syllables.

(3) The tradition of metric analysis was faulty in certain respects, particularly in confusing
the opposition of ‘strong/weak’ with the quite different phenomenon of ‘long/short’. But its
main defect in relation to our present discussion is that it failed to recognize silence. Silence
is a systematic feature of the rhythm of spoken English; there are many instances of what is
usually called a silent beat, where the Ictus is clearly present in the sound pattern (i.e. there
is a beat), but it is realized in the form of silence — just as a bar might begin with a silent
beat in music. So we may have an entirely silent foot, and many of the standard metres of
English verse depend on this; there is in fact a silent foot at the end of the second and fourth
lines of If all the world was apple pie, as you can tell by beating out the time while saying it.
In spontaneous dialogue, speakers and listeners can maintain the tempo across at least two
feet of total silence; and the silent beat also plays a part in grammar, in making a contrast
in meanings (see Chapter 7, Section 7.4.1.2).

Below the foot on the phonological rank scale (see Section 1.1.1) is the syllable; a foot
consists of one or more syllables (unless the foot consists of only an Ictus realized by a silent
beat). The syllable is the fundamental unit of an articulatory gesture (see, e.g., Catford, 1977:
88-91; Fujimura & Erickson, 1997: 98-99; and in auditory terms it can be characterized as
being organized around a peak of high sonority). Like the foot, the syllable is also a structured
unit; it consists of Onset + Rhyme. These are, in turn, realized by consonant and vowel
phonemes. The Onset is realized as initial consonant or consonant cluster, or zero. The Rhyme
is, naturally, the part of the syllable that is involved in rhyme: vowel plus following consonant
or consonant cluster if any. We shall say a little more about the organization of syllables later,
in Section 1.2.3; but here it is important to note that the realization of the phonemes serving
as Onset + Rhyme will depend on the rhythmic nature of connected speech. The syllable is
‘elastic’ so that it can accommodate itself to the rhythmic requirements of the foot. This is the
property of the syllable that enables the foot to function as a thythmic unit: given a constant
tempo, the more syllables there are in a foot, the shorter those syllables have to be.

1.2.2 Intonation: the tone group

The foot, then, is a ‘rhythm group’: it is the unit that manages the rhythm of spoken English.
It is a constituent in the phonological structure. But it is not the highest constituent; there
is a more extended sound pattern constructed out of a succession of feet. If you listen
again to the apple pie quatrain you will hear a clear melodic pattern emerging, probably
corresponding fairly closely to the line: one line of verse, one ‘snatch’ or line of melody. The
name for this systematic melodic variation in language is intonation, the melodic line is an
intonation contour, or more shortly a tone contour; and the snatch is called a tone group
(Halliday, 1967a; Halliday & Greaves, 2008; Elmenoufy, 1988; Tench, 1990, 1996; Wells,
2006; other names used are ‘tone unit’ and ‘intonation unit’).

If we are given a text in writing, there will always be various possible ways of intoning it,
each with a somewhat different meaning (cf. Davies, 1986); but generally one or a small
number of these possible intonation patterns will stand out as more natural and more likely.
If we say the apple-pie verse, we probably start the first three lines with a fairly high-
pitched note on all, descend step by step, and then end with a slight but noticeable rising
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pitch on the last syllable in the line: pie, ink, cheese. (Note that the melody is constructed
by the strong syllables; the weak ones fit in with them in the place of least effort — here the
if and the and at the beginning of the line would be on a neutral, medium pitch.) The third
line might also have a little rise on trees to go with the internal rhyme. The last line, on the
other hand, would probably have a highish level pitch on should, a similar but marginally
lower one on have, and a clearly marked falling pitch on the final word drink, with a total
effect of an overall movement from high to low.

The tone group is the phonological constituent that ranks above the foot: each tone group
consists of a whole number of feet — one or more. This relationship whereby syllables are
grouped into rhythm groups, or feet, and feet into tone groups, is the way the sounds of
English are organized into larger patterns. But unlike writing, which is captured (even if
very briefly) in time, so that written units can be clearly marked off one from another,
speech is fluid and kinetic: there are no clear boundaries between its constituents. So in a
given passage of speech we can tell how many syllables there are, how many feet, and how
many tone groups; and we can tell within limits where each one is located; but we cannot
pinpoint exactly where each one begins and ends. So we determine the boundaries on
theoretical grounds, making generalizations that have the greatest explanatory force. One
example of such a generalization is the principle just stated, whereby each unit consists of a
whole number of units of the rank next below; this means that a tone group boundary will
always also be a foot boundary, and a foot boundary always also a syllable boundary, and
this in turn makes it easier — makes it possible, in fact — to explain how these phonological
patterns function in the making of meaning (cf. Figure 1-1 above).

While the rhythm group, or foot, is largely a timing unit (it has one or two specific
functions in the grammar, but its domain of operation is principally phonological), the
tone group does a great deal of work in the construal of meaning: it organizes continuous
speech as a sequence of units of information (see further Chapter 3, Section 3.5). In other
words, it manages the flow of the discourse. It is thanks to the tone group, as defined
here, that listeners get the message: not only how it is framed into items of news but also
what value the speaker attaches to each. Hence it is on the basis of the tone group that, as
grammarians, we are able to analyse spoken language and ‘chunk it up’ into grammatical
units of a particular and important kind.

The tone group is the point of entry into the system of TONE: the systematic use of
melody as a grammatical resource. While the potential (and actual) variation in the pitch
movement in speech is immense, each snatch in the melody represents one of a small
number of systemically distinct tones. At the phonological level there are just five of these:
falling, rising, ‘level’, falling-rising, and rising-falling. These are realized in the form of a
characteristic pitch movement located on one particular foot within the tone group, the
tonic foot. (The ‘level’ tone is actually realized as a low with a slight rise.) Whereas the
organization of speech into a sequence of tone groups carries textual meaning, the choice
among the different tone carries interpersonal meaning, via the grammatical systems of KEy
(see further Section 4.4.4). For the metafunctional categories of interpersonal and textual,
see below Section 1.3.5.

The tone group itself has an internal structure of the form (P #) T: an obligatory Tonic
segment, optionally preceded by a Pretonic segment. Each of these consists of at least one
complete foot; the tonic foot is the first foot within the Tonic segment.

15



. . THE ARCHITECTURE OF LANGUAGE

Let us return briefly to the relationship among spoken language, written prose, and
written verse. The ‘line’, in verse, evolved as the metric analogue of the tone group: one line
of verse corresponded to one tone group of natural speech. In children’s nursery rhymes this
correspondence is often preserved intact (this is why they are valuable in helping children
learn the patterns of the language); but in adult verse of course it is not — on the contrary,
it becomes an idealized motif on which endless meaningful variations can be played. And
this illustrates a principal strategy whereby the meaning potential of a language comes to
be extended.

We can postulate an ‘initial’ state where the two variables are fully associated: at this
point, the ‘line’ is just the poetic incarnation of the tone group. Then the two become
dissociated: the poetic line takes on a life of its own, and new meanings are construed by
mapping a line into more than one tone group, or having the intonation patterns cut right
across those set up by the poetic form. This ‘dissociation of associated variables’ is one
of the main semogenic resources of a language; for a theoretical discussion, see Halliday
(1991).

As it happens, the verse form helps us recognize that there is a still higher unit of
organization above the tone group. Listening to the four lines of the apple-pie rhyme we
can hear that they make up a sequence of interrelated tone groups: beginning with a series
that are alike, all ending on a rise, and ending with one that is distinct, with its final falling
movement on drink. The rising tones suggest non-finality, whereas the fall sounds (and in
fact is) culminative: it brings the sequence to an end. Together these tone groups make up
a tone group complex (see further Chapter 7, Section 7.6); and this, in turn, is the origin
of the metric stanza, as a higher pattern of organization in poetry.

[gram. unit:] clause clause complex
AN AN AN
// N // N // \
// 4 / 4 // )
. . / .
/ [unit of verse:] / line 7 stanza
/ / / / / /
/ , / /
/ [phon. unit:] /  tone group / tone group complex
/ / /
y 4 4
[graph. unit:] subsentence sentence

Fig. 1-4 Analogic patterning of units across content (lexicogrammar) and expression
(phonology, graphology)

The explanation for all this analogic patterning lies in the grammar. When children start
to speak English as their mother tongue, they soon learn to construct a unit that is a
conflation of clause and tone group (later, again, they will learn to dissociate these two).
This is also manifested as a unit in the rhymes they hear. When they start learning to read
and write they find this unit reappearing as a (simple) sentence, with a capital letter at the
beginning and a full stop or other major punctuation mark at the end; and this also turns
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up as a line in written verse. Behind all these diverse entities — tone group, spoken line,
sentence in writing and written line — lies the one fundamental grammatical unit, the clause.

By the same token, an analogous relationship is set up among a series of higher units:
tone group complex, spoken stanza, ‘compound/complex’ sentence, and stanza of written
verse, all of which originate as different incarnations of the grammatical clause complex
(see Chapter 7, passim). And when the rhymes have been set to music, and are sung, the
same patterns are reinforced over again, with the line of melody representing the clause,
and the melody as a whole representing the clause complex. We could diagram these two
sets of analogies as in Figure 1-4.

Then, in the very act of developing these fundamental unities, the child is also learning
to pull them apart: to deconstrue the pattern, so that each of its modes of being becomes
a carrier of meaning in its own right. Once a clause, for example, may be mapped either
into one tone group or into two, this enhances its meaning potential in the flow of
discourse; moreover, there are likely to be various places where the transition can take
place. The phonological patterns (and, for a literate person, the graphological ones also)
are the semogenic resources of a language; any systemic variation that they embody has the
potential for making systematic distinctions in meaning — and most of these are likely to
be taken up.

Here are the notational conventions for the higher units of phonology — the tone group
complex, the tone group and the foot (rhythm group): see Table 1-3. Examples:

(a) /// ~if/ all the / world was / apple / pie and // all the / sea was / ink and // all the / trees were / bread
and / cheese what // would we / have to / drink ///

(b) /// ~ and we’ve been / trying / different / places a/round the / island that / A~ em // ~ a / couple of / years
a/go we // got on to this / place / called the / Surai in // east / Bali and we // just go / back there / now / every
/time // Nit/is ... /1]

// oh I've / heard about / this //

/// have you / heard about it // oh ///

// friends have / been there //

/// ~ it / is the most / wonderful / wonderful / place // fabulous ///

Table 1-3 Notational conventions for higher phonological units

/1] tone group complex
// tone group
/ foot A silent ictus

Figure 1-5 shows the system network for prosodic systems in English phonology. Note that
the network represents the phonological resources; it does not show how these resources
are exploited in the lexicogrammar. Some illustrations of this will be found in Chapters 3,
4 and 7.
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1.2.3 Syllables and phonemes

Next below the foot is the syllable; as already remarked, a foot consists of a whole number
of syllables, one or more. From an articulatory point of view, the syllable is an articulatory
gesture; Catford (1977: 89) characterizes is as a ‘“ripple” on the surface of the initiator-
power curve’ — that is, the articulatory correlate of a foot. From an auditory point of view,
this gesture is typically organized around a peak of sonority. All languages have something
that can be called a syllable; but these somethings are far from being the same — if we
compare just Russian, Japanese, Arabic and English we find great variation in how syllables
are structured and how they function (for a systemic account of syllables in Mandarin, see
Halliday, 1992c¢). In some languages, it is clear where a syllable begins and ends; but in
others it may not be quite so clear — in English it is not at all obvious how to divide up a
word such as colour or basket into syllables, and people dispute whether words like chasm,
rhythm, fathom consist of one syllable or two (I once watched a game of charades dissolve
into chaos as the players argued whether comfortable had three syllables in it or four). But
the fact that English verse came to depend on counting syllables means that syllables must
have been perceived as things that were able to be counted, even if there is indeterminacy
in certain places. Musical settings of verse also impose a syllable pattern — which is not
always the same as that required by the metre.

What is there below the syllable? English verse makes extensive use of rhyme; from that
point of view, a syllable consists of two parts, the non-rhyming part, or Onset (which may
be empty), and the Rhyme. This analysis is helpful in explaining the relative duration of
different syllables in English, since this depends entirely on the structure of the rhyme.
On the other hand, the English writing system is made up of letters, and the letters stand
for smaller units of sound called phonemes — the individual consonants and vowels out of
which both parts of the syllable are built.

The English script is not ‘phonemic’ if by that we understand a strict one-to-one
correspondence between phonemes and letters. It never could be phonemic in this sense,
because the criteria for identifying phonemes in English are internally contradictory: what
are one and the same phoneme from one point of view may be two separate phonemes
from another. But it clearly is phonemic in its general principle: the symbols represent
consonants and vowels that contrast systemically with one each other and combine to form
regular structures. Many of its symbols have more than one phonemic value; some pairs of
letters (‘digraphs’) have to be treated as single symbols, like th in thin, sh in shin; and there
are various other departures from an imaginary phonemic ideal — some of them systematic,
some random. Nevertheless, speakers of English readily become aware of the phoneme as a
minimal phonological unit; the fact that there is no one right answer to the question ‘How
many phonemes are there in English?’, and there is indeterminacy where some of them
begin and end (is the sound ch in chin one phoneme or two?), merely brings them into line
with all the other constituents in the phonological system — syllables, feet and tone groups
— and, it might be added, with most other phenomena pertaining to natural languages.

In this book we shall not need to be concerned with the detailed analysis of syllables and
phonemes. For discussion of the grammar, the important part of phonology is prosody —
features of intonation and rhythm. The transcription that will be needed is one that shows
the intonational and rhythmic features of speech but which uses ordinary orthography for
the spelling — an elaboration of the conventions introduced in the previous section.
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1.3 Basic concepts for the study of language

The discussion so far has raised a number of theoretical issues, as can be seen from the
variety of technical terms that have had to be used. We have referred to language (i) as text
and as system, (ii) as sound, as writing and as wording, (iii) as structure — configurations
of parts, and (iv) as resource — choices among alternatives. These are some of the different
guises in which a language presents itself when we start to explore its grammar in functional
terms: that is, from the standpoint of how it creates and expresses meaning.

At this point, we begin to need a map: some overview of language that will enable us to
locate exactly where we are at any point along the route. A characteristic of the approach
we are adopting here, that of systemic theory, is that it is comprehensive: it is concerned
with language in its entirety, so that whatever is said about one aspect is to be understood
always with reference to the total picture. At the same time, of course, what is being said
about any one aspect also contributes to the total picture; but in that respect as well it is
important to recognize where everything fits in. There are many reasons for adopting this
systemic perspective; one is that languages evolve — they are not designed, and evolved
systems cannot be explained simply as the sum of their parts. Our traditional compositional
thinking about language needs to be, if not replaced by, at least complemented by a ‘systems’
thinking whereby we seek to understand the nature and the dynamic of a semiotic system as
a whole (cf. Matthiessen & Halliday, in prep., Chapter 1, and references therein to Capra,
1996, and other proponents of systems thinking; Matthiessen, 2007a).

In the remainder of this chapter we shall present in a very summary way the critical
dimensions of the kind of semiotic that language is. By ‘language’ we mean natural, human,
adult, verbal language — natural as opposed to designed semiotics like mathematics and
computer languages (cf. Halliday & Matthiessen, 1999: 29-46; O’Halloran, 2005); adult
(i.e. post-infancy) as opposed to infant protolanguages (see Halliday, 1975, 2003); verbal
as opposed to music, dance and other languages of art (cf. Kress & van Leeuwen, 1996;
O’Toole, 1994; van Leeuwen, 1999). Of course, all these other systems share certain features
with language in this specified sense; but none of them incorporates all. The dimensions,
or forms of order, in a language, and the ordering principles, are set out in Table 1-4 and
represented diagrammatically in Figure 1-6.

Table 1-4 The dimensions (forms of order) in language and their ordering principles

Dimension Principle Orders

1. | structure (syntagmatic order) | rank clause ~ group/phrase ~ word ~ morpheme [lexicogrammar;
tone group ~ foot ~ syllable ~ phoneme [phonology]

2. | system (paradigmatic order) | delicacy grammar ~ lexis [lexicogrammar]

3. | stratification realization semantics ~ lexicogrammar ~ phonology ~ phonetics

4. | instantiation instantiation potential ~ subpotential/ instance type ~ instance

5. | metafunction metafunction ideational [logical ~ experiential] ~ interpersonal ~ textual
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Context Semantics Lexicogrammar
_ _ System: TRANSITIVITY Impacting/ effective
Non-impacting/
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Mode — pattern)
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Material
Mental
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Clause
System: THEME
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System: MOOD

Declarative
Indicative —>|:
Clause ~>|: Interrogative
Imperative

Structure: Modal Structure
Move

(artnor 1y
interaction)

.

Fig. 1-6 The dimensions in language

1.3.1 Structure (syntagmatic order)

This is the compositional aspect of language, referred to in linguistic terminology as
‘constituency’. The ordering principle, as defined in systemic theory, is that of rank:
compositional layers, rather few in number, organized by the relationship of ‘is a part of’.
We have identified four such compositional hierarchies in English, as shown in Table 1-5.

Table 1-5 Compositional hierarchies in English

Domain Compositional hierarchy
(a) in sound: tone group ~ foot (rhythm group) ~ syllable (~ hemisyllable) ~ phoneme
(b) in writing: sentence ~ sub-sentence ~ word (written) ~ letter

(c) in verse (spoken):

stanza ~ line ~ foot (metric) ~ syllable

(d) in grammar:

clause ~ phrase/ group ~ word ~ morpheme

The guiding principle is that of exhaustiveness: thus, in the writing system, a word consists
of a whole number of letters, a sub-sentence of a whole number of words, a sentence of
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a whole number of sub-sentences; the number may be more than one, or just one. At the
same time, as always in language, there is much indeterminacy, or room for manoeuvre:
should we recognize just one layer of sub-sentences, marked off by any punctuation mark,
or two — a higher layer marked off by (semi)colons, a lower one marked off by commas?
This may well depend on the practice of the particular writer.

As we have seen, all these compositional hierarchies are ultimately variants of a single
motif: the organization of meaning in the grammar. As the language has evolved, they
have drifted apart (as will tend to happen in the history of every language); but traces of
their equivalence remain (e.g. tone group : sub-sentence : line : clause). When we come
to analyse the grammar, we find that the structure of each unit is an organic configuration
such that each part has a distinctive function with respect to the whole; and that some
units may form complexes, iterative sequences working together asa single part. Grammar
is the central processing unit of language, the powerhouse where meanings are created; it is
natural that the systems of sound and of writing through which these meanings are expressed
should reflect the structural arrangement of the grammar. They cannot, obviously, copy
the functional configurations; but they do maintain the grammatical principle that units
of different rank construe patterns of different kinds. In English phonology, for example,
the foot is the unit of rhythm; it is the constituent that regulates the pulse of continuous
speech. In this it is distinct from other units both above it and below it: from the syllable,
which organizes the articulatory sequences of vowels and consonants, and from the tone
group, which organizes the pitch movement into patterns of intonation. This functional
specialization among units of different rank is a feature of the structure of language as a
whole.

1.3.2 System (paradigmatic order)

Structure is the syntagmatic ordering in language: patterns, or regularities, in what goes
together with what. System, by contrast, is ordering on the other axis: patterns in what
could go instead of what. This is the paradigmatic ordering in language (cf. Halliday, 1966a;
Fawcett, 1988; Butt & Matthiessen, forthcoming).

Any set of alternatives, together with its condition of entry, constitutes a system in this
technical sense. An example would be ‘all clauses are either positive or negative’, or more
fully ‘all clauses select in the system of POLARITY whose terms are positive and negative’;
diagrammatically as in Figure 1-7. To get a more rounded picture, we attach probabilities
to the two terms: ‘positive, 0.9; negative, 0.1’ (cf. Halliday & James, 1993).

positive 0.9
POLARITY
clause ———>

negative 0.1

Fig. 1-7 The system of poLARITY
It will be clear that this is a more abstract representation than that of structure, since it

does not depend on how the categories are expressed. Positive and negative are contrasting
features of the clause, which could be made manifest in many different ways. They represent
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an aspect of the meaning potential of the language, and they are mutually defining: ‘not
positive’ means the same thing as ‘negative’, and ‘not negative’ means the same thing as
‘positive’.

The relationship on which the system is based is ‘is a kind of’: a clause having the feature
‘positive’ is a kind of clause. Suppose we now take a further step, and say that negative
clauses may be either generalized negative, like they didn't know, or some specific kind of
negative like they never knew or nobody knew. Here we have recognized two paradigmatic
contrasts, one being more refined than the other: see Figure 1-8. The relationship between
these two systems is one of delicacy: the second one is ‘more delicate than’ the first. Delicacy
in the system (‘is a kind of a kind of ...") is the analogue of rank in the structure (‘is a part
of a part of ...").

positive 0.9
— as Deictic (a)
POLARITY .
clause generalized NOMINAL
GROUP
negative 0.1 — NEGATIVE FUNCTION
TYPE — as Thing (b)
specialized —
— in participation (m)
CLAUSE
FUNCTION
am: none no+ N neither (+ N)

. . . — in circumstance (n
an. atno time under no circumstances for no reason in no way ()

bm: no-one nobody nothing
bn:  never nowhere nowise seldom

Fig. 1-8 The system of poLARITY, next step in delicacy

A text is the product of ongoing selection in a very large network of systems — a system
network. Systemic theory gets its name from the fact that the grammar of a language is
represented in the form of system networks, not as an inventory of structures. Of course,
structure is an essential part of the description; but it is interpreted as the outward form
taken by systemic choices, not as the defining characteristic of language. A language is a
resource for making meaning, and meaning resides in systemic patterns of choice.

The way system and structure go together can be illustrated by showing a simplified
version of the system network for MmooD (this will be explained in detail in Chapter 4):
see Figure 1-9. This can be read as follows. A clause is either major or minor in sTATUS; if
major, it has a Predicator in its structure. A major clause is either indicative or imperative
in MoobD; if indicative, it has a Finite (operator) and a Subject. An indicative clause is either
declarative or interrogative (still in moop); if declarative, the Subject comes before the
Finite. An interrogative clause is either yes/no type or WH-type; if yes/no type, the Finite
comes before the Subject; if WH-type, it has a Wh element.
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declarative
\\ Subject ~ Finite

indicative INDTI\((:;\EIVE yes/no
A
MOOD *Mood (+Finite® . . \{ Finite ~ Subject
Qz‘ajor TYPE +Subject) interrogative
STATUS +Predicator
clause imperative WH-
N\ +Wh;

minor Wh A Finite

Fig. 1-9 The moobp system network

What this means is that each system — each moment of choice — contributes to the
formation of the structure. Of course, there is no suggestion here of conscious choice; the
‘moments’ are analytic steps in the grammar’s construal of meaning (for the relationship
between semantic choice and what goes on in the brain see Lamb, 1999). Structural
operations — inserting elements, ordering elements and so on — are explained as realizing
systemic choices. So, when we analyse a text, we show the functional organization of its
structure; and we show what meaningful choices have been made, each one seen in the
context of what might have been meant but was not.

When we speak of structural features as ‘realizing’ systemic choices, this is one
manifestation of a general relationship that pervades every quarter of language. Realization
derives from the fact that a language is a stratified system.

1.3.3 Stratification

We are accustomed to talking about language under different headings. School grammar
books used to have chapters on pronunciation, orthography, morphology (earlier ‘accidence’)
and syntax, with a vocabulary added at the end. This acknowledged the fact that a language
is a complex semiotic system, having various levels, or strata. We have made the same
assumption here, referring to the sound system, the writing system and the wording system,
i.e. phonology, orthography (or graphology) and grammar. (We also noted, on the other
hand, that grammar and vocabulary are not different strata; they are the two poles of
a single continuum, properly called lexicogrammar (cf. Hasan, 1987). Likewise, syntax
and morphology are not different strata; they are both part of grammar — the distinction
evolved because in Indo-European languages the structure of words (morphology) tends
to be strikingly different from the structure of clauses (syntax); but this is not a feature of
languages in general.)

What does it mean to say that these are different ‘strata’? In infants’ protolanguage, which
has as yet no grammar in it, the elements are simple signs; for example, a meaning ‘give
me that!’ is expressed directly by a sound, like nananana, or maybe by a gesture of some
kind. Here we have just two strata, a stratum of content and a stratum of expression (cf.
Halliday, 1975, 2004).

Adult languages are more complex. For one thing, they may have two alternative modes
of expression, one of sounding (i.e. speech) and one of writing. More significantly, however,
they have more strata in them.
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The ‘content’ expands into two, a lexicogrammar and a semantics (cf. Halliday, 1984a;
Halliday & Matthiessen, 1999). This is what allows the meaning potential of a language to
expand, more or less indefinitely. The reason for this can best be explained in terms of the
functions that language serves in human lives.

We use language to make sense of our experience, and to carry out our interactions with
other people. This means that the grammar has to interface with what goes on outside
language: with the happenings and conditions of the world, and with the social processes
we engage in. But at the same time it has to organize the construal of experience, and the
enactment of social processes, so that they can be transformed into wording. The way it
does this is by splitting the task into two. In step one, the interfacing part, experience and
interpersonal relationships are transformed into meaning; this is the stratum of semantics.
In step two, the meaning is further transformed into wording; this is the stratum of
lexicogrammar. This is, of course, expressing it from the point of view of a speaker, or
writer; for a listener, or reader, the steps are the other way round.

This stratification of the content plane had immense significance in the evolution of the
human species — it is not an exaggeration to say that it turned homo ... into homo sapiens (cf.
Halliday, 1995b; Matthiessen, 2004a). It opened up the power of language and in so doing
created the modern human brain. Some sense of its consequences for the construction of
knowledge will be given in Chapter 10, where we raise the question of whether learned
forms of discourse, in education, science, technology and the humanities, could ever have
evolved without the ‘decoupling’ of these two aspects of the semogenic process.

It might be asked whether an analogous stratification took place within the expression
plane; and the answer would appear to be ‘yes, it did’, and for analogous reasons, namely
separating the organizing function from the function of interfacing with the environment.
Here, however, the environment is the human body, the biological resource with which
sounding (or signing) is carried out. Taking sound (spoken language) as the base, the
stratification is into phonetics, the interfacing with the body’s resources for speech and
for hearing, and phonology, the organization of speech sound into formal structures and
systems (see Figure 1-10).

When we say that language is stratified in this way, we mean that this is how we have to
model language if we want to explain it. A language is a series of redundancies by which
we link our eco-social environment to non-random disturbances in the air (soundwaves).
Each step is, of course, masterminded by the brain. The relationship among the strata —
the process of linking one level of organization with another — is called realization.® Table
1-6 presents this model from the point of view of the speaker — it is hard to present it in
a way that is neutral between speaking and listening. Figure 1-10 represents the stratal
organization of language, and shows how the stratified linguistic system is ‘embedded’ in
context (cf. Halliday, 1978; Halliday & Hasan, 1985; Hasan, 1999, and other contributions
to Ghadessy, 1999; Martin, 1992).

6 With a primary semiotic system, like the infant protolanguage (see immediately below), consisting only
of content and expression, we could still use the word ‘express’. But with a higher order (multi-stratal)
semiotic this is no longer appropriate; we could not really say that wording ‘expresses’ meaning. Hence the
use of a distinct technical term.
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content: semantics

content: lexicogrammar

expression: phonology

expression:
phonetics

Fig. 1-10 Stratification

Table 1-6 From eco-social environment to soundwaves: speaker perspective

[from environment to] meaning: interfacing, via receptors semantics
[from meaning to] wording: internal organization lexicogrammar
[from wording to] composing: internal organization phonology
[from composing to] sounding: interfacing, via motors phonetics

Language is thus organized into four strata — semantics, lexicogrammar, phonology, and
phonetics. But these four strata are grouped into two stratal planes, the content plane and
the expression plane. When children learn how to mean, they start with a very simple
semiotic system, a protolanguage, usually sometime in the second half of their first year
of life (see Halliday, 1973, 2003); and we hypothesize that language evolved in the same
way (see Matthiessen, 2004a). This system is organized into two stratal planes, content and
expression; but neither is internally stratified: content is mapped directly onto expression
(vocal or gestural). This protolanguage is a child tongue rather than a mother tongue; it
is not yet like the adult language spoken around young children. Children develop their
protolanguages in interaction with their immediate caregivers, gradually expanding their
protolinguistic meaning potentials. In doing so, they learn the principles of meaning. At
some point, typically in the second year of life, they are ready to build on this experience
and to begin to make the transition into the mother tongue spoken around them. This
transition involves a number of fundamental changes in the linguistic system. A key
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change — one that makes possible other changes — is the splitting up of each of the two
stratal planes into two content strata and two expression strata. Content gradually splits
into semantics and lexicogrammar, and expression gradually splits into phonology and
phonetics. The realizational relationship between content and expression, more specifically
between lexicogrammar and phonology is largely conventional, or ‘arbitrary’ (with certain
interesting exceptions relating to prosody and to two areas of articulation, phonaesthesia
and onomatopoeia). However, the realizational relationship between the two sets of content
strata (semantics and lexicogrammar) and the two sets of expression strata (phonology
and phonetics) is natural rather than conventional. Patterns of wording reflect patterns
of meaning. Part of the task of a functional theory of grammar is to bring out this natural
relationship between wording and meaning. The natural relationship between semantics
and lexicogrammar becomes more complex and less transparent with the development
of lexicogrammatical metaphor, as we shall see in Chapter 10; but the relationship is still
fundamentally natural rather than arbitrary.

1.3.4 Instantiation

When we want to explain how language is organized, and how its organization relates to
the function it fulfils in human life, we often find it difficult to make things clear; and this
is because we are trying to maintain two perspectives at once. One perspective is that of
language as system; the other perspective is that of language as text.

The concept we need here is that of instantiation. The system of a language is ‘instantiated’
in the form of text. A text may be a trivial service encounter, like ordering coffee, or it may
be a momentous event in human history, like Nelson Mandela’s inaugural speech; in either
case, and whatever its intrinsic value, it is an instance of an underlying system, and has no
meaningful existence except as such. A text in English has no semiotic standing other than
by reference to the system of English (which is why it has no meaning for you if you do
not know the language).

The system is the underlying potential of a language: its potential as a meaning-making
resource.” This does not mean that it exists as an independent phenomenon: there are not
two separate objects, language as system and language as a set of texts. The relationship
between the two is analogous to that between the weather and the climate (cf. Halliday,
1992a). Climate and weather are not two different phenomena; rather, they are the same
phenomenon seen from different standpoints of the observer. What we call ‘climate’ is
weather seen from a greater depth of time — it is what is instantiated in the form of weather.
The weather is the text: it is what goes on around us all the time, impacting on, and
sometimes disturbing, our daily lives. The climate is the system, the potential that underlies
these variable effects.

Why then do we refer to them as different things? We can see why, if we consider some
recent arguments about global warming, the question is asked: ‘Is this a long-term weather
pattern, or is it a blip in the climate?” What this means is, can we explain global warming

7 This use of ‘system’ is thus different from — although related to — its meaning as a technical term in the
grammar (see Section 1.3.2 above). The system in this general sense is equivalent to the totality of all the
specific systems that would figure in a comprehensive network covering every stratum.
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in terms of some general theory (in this case, of climatic change), or is it just a set of similar
events? An analogous question about language would be if we took a corpus of, say, writings
by political scientists and asked, are these just a set of similar texts, or do they represent a
sub-system of the language? The climate is the theory of the weather. As such, it does have
its own separate existence — but (like all theoretical entities) it exists on the semiotic plane.
It is a virtual thing. Likewise with the system of language: this is language as a virtual thing;
it is not the sum of all possible texts but a theoretical entity to which we can assign certain
properties and which we can invest with considerable explanatory power.

System and text are thus related through instantiation. Like the relationship between
climate and weather, the relationship between system and text is a cline — the cline of
instantiation (Figure 1-11). System and text define the two poles of the cline — that of
the overall potential and that of a particular instance. Between these two poles there
are intermediate patterns. These patterns can be viewed either from the system pole as

context of
situation

institution - instance
situation type
repertoire of
text
context of subpotential - o
culture instance type

repertoire of
registers -
potential text types

system
(of language)

Fig. 1-11 The cline of instantiation
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sub-systems or from the instance pole as instance types. If we start at the instance pole, we
can study a single text, and then look for other texts that are like it according to certain
criteria. When we study this sample of texts, we can identify patterns that they all share,
and describe these in terms of a text type. By identifying a text type, we are moving along
the cline of instantiation away from the text pole towards the system pole. The criteria
we use when we compare the texts in our sample could, in principle, come from any of
the strata of language — as long as they are systematic and explicit. However, research has
shown that texts vary systematically according to contextual values: texts vary according
the nature of the contexts they are used in. Thus recipes, weather forecasts, stockmarket
reports, rental agreements, e-mail messages, inaugural speeches, service encounters in the
local deli, news bulletins, media interviews, tutorial sessions, walking tours in a guide book,
gossip during a tea-break, advertisements, bedtime stories, and all the other innumerable
text types we meet in life are all ways of using language in different contexts. Looked at
from the system pole of the cline of instantiation, they can be interpreted as registers. A
register is a functional variety of language (Halliday, McIntosh & Strevens, 1964; Halliday,
1978) — the patterns of instantiation of the overall system associated with a given type
of context (a situation type).® These patterns of instantiation show up quantitatively as
adjustments in the systemic probabilities of language; a register can be represented as a
particular setting of systemic probabilities. For example, the future tense is very much more
likely to occur in weather forecasts than it is in stories (for examples of quantitative profiles
of registers, see Matthiessen, 2002a, 2006a).

If we now come back to the question of stratification, we can perhaps see more clearly
what it means to say that the semantic stratum is language interfacing with the non-
linguistic (prototypically material) world. Most texts in adult life do not relate directly to
the objects and events in their environment. Mandela’s text was highly abstract, and even
when he talked about the soil of this beautiful country and the jacaranda trees of Pretoria it
is very unlikely that he could actually see them at the time. They were not a part of the
setting in that instance. Nevertheless the meanings that are realized by these wordings, and
the meanings realized by an extraordinary human disaster and humanity’s belief in justice are,
ultimately, construals of human experience; and when we now read or listen to that text we
are understanding it as just that. Interfacing with the eco-social environment is a property
of language as system; it is also, crucially, a feature of those instances through which small
children come to master the system; but it is not something that is re-enacted in every text.
Experience is remembered, imagined, abstracted, metaphorized and mythologized — the
text has the power to create its own environment; but it has this power because of the way
the system has evolved, by making meaning out of the environment as it was given.

As grammarians we have to be able to shift our perspective, observing now from the
system standpoint and now from that of the text; and we have to be aware at which point
we are standing at any time. This issue has been strongly foregrounded by the appearance of
the computerized corpus. A corpus is a large collection of instances — of spoken and written

& Here the term ‘register’ thus refers to a functional variety of language (see e.g. Halliday, 1978; Hasan,
1973; Matthiessen, 1993b; Ghadessy, 1993; Lukin et al., 2008). It has also been used in a related, but
different way, to refer to the contextual values associated with such a functional variety (see Martin, 1992,
and other contributions to the ‘genre model’ within systemic functional linguistics; cf. Matthiessen, 1993b).
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texts; the corpuses now available contain enough data to give significantly new insights
into the grammar of English, provided the data can be processed and interpreted. But the
corpus does not write the grammar for you, any more than the data from experiments in
the behaviour of light wrote Newton’s Opticks for him; it has to be theorized. Writing a
description of a grammar entails constant shunting between the perspective of the system
and the perspective of the instance. We have tried in this edition to take account of the new
balance that has arisen as a result of data becoming accessible to grammarians in sufficient
quantity for the first time in the two and a half millennia history of the subject.

1.3.5 Metafunction

This brings us back to the question asked in Section 1.3.3: what are the basic functions of
language, in relation to our ecological and social environment? We suggested two: making
sense of our experience, and acting out our social relationships.

It is clear that language does — as we put it — construe human experience. It names things,
thus construing them into categories; and then, typically, goes further and construes the
categories into taxonomies, often using more names for doing so. So we have houses and
cottages and garages and sheds, which are all kinds of building; strolling and stepping and
marching and pacing, which are all kinds of walking; in, on, under, around as relative locations,
and so on — and the fact that these differ from one language to another is a reminder that the
categories are in fact construed in language (cf. Halliday & Matthiessen, 1999: Chapter 7;
Caffarel, Martin & Matthiessen, 2004). More powerfully still, these elements are configured
into complex grammatical patterns like marched out of the house; the figures can be built up
into sequences related by time, cause and the like — there is no facet of human experience
that cannot be transformed into meaning. In other words, language provides a theory of
human experience, and certain of the resources of the lexicogrammar of every language are
dedicated to that function. We call it the ideational metafunction, and distinguish it into
two components, the experiential and the logical (see Chapter 5 and Chapter 7).

At the same time, whenever we use language there is always something else going
on. While construing, language is always also enacting: enacting our personal and social
relationships with the other people around us. The clause of the grammar is not only a
figure, representing some process — some doing or happening, saying or sensing, being or
having — together with its various participants and circumstances; it is also a proposition, or
a proposal, whereby we inform or question, give an order or make an offer, and express our
appraisal of and attitude towards whoever we are addressing and what we are talking about.
This kind of meaning is more active: if the ideational function of the grammar is ‘language
as reflection’, this is ‘language as action’. We call it the interpersonal metafunction, to
suggest that it is both interactive and personal (see Chapter 4).

This distinction between two modes of meaning is not just made from outside; when
the grammar is represented systemically, it shows up as two distinct networks of systems
(Halliday, 1969; cf. Martin, 1991, on intrinsic functionality). What it signifies is that (1)
every message is both about something and addressing someone, and (2) these two motifs
can be freely combined — by and large, they do not constrain each other. But the grammar
also shows up a third component, another mode of meaning that relates to the construction
of text. In a sense this can be regarded as an enabling or facilitating function, since both the
others — construing experience and enacting interpersonal relations — depend on being able
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to build up sequences of discourse, organizing the discursive flow, and creating cohesion
and continuity as it moves along. This, too, appears as a clearly delineated motif within the
grammar. We call it the textual metafunction (see Chapters 3 and 9).

Why this rather unwieldy term ‘metafunction?” We could have called them simply
‘functions’; however, there is a long tradition of talking about the functions of language
in contexts where ‘function’ simply means purpose or way of using language, and has no
significance for the analysis of language itself (cf. Halliday & Hasan, 1985: Ch. 1; Martin,
1991). But the systemic analysis shows that functionality is intrinsic to language: that is
to say, the entire architecture of language is arranged along functional lines. Language is
as it is because of the functions in which it has evolved in the human species. The term
‘metafunction’ was adopted to suggest that function was an integral component within the
overall theory (Figure 1-12).

context
METAFUNCTION

| semantics

context

| semantics

context

semantics

Fig. 1-12 Metafunction

1.4 Context, language and other semiotic systems

We have now introduced the major semiotic dimensions that define the ‘architecture’
of language in context (cf. Halliday, 2003: 1-29; Matthiessen, 2007a). Some of these
dimensions enable us to locate lexicogrammar in relation to the other sub-systems that
make up the total system of language; these are known as global dimensions because they
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determine the overall organization of language in context: the hierarchy of stratification, the
cline of instantiation, and the spectrum of metafunctions. The other dimensions enable us
to characterize the internal organization of lexicogrammar and also of the other sub-systems
of language, and of context; these are known as local dimensions because they operate
locally within linguistic sub-systems. Let us summarize the semiotic dimensions of language
in context under these two headings: see Table 1-7.

Table 1-7 The global and local semiotic dimensions of language in context

Scope of dimension | Dimension Orders Section in
this hook
global stratification | context - language [content [semantics - lexicogrammar] - 133
expression [phonology - phonetics]
instantiation | potential - sub-potential/instance type - instance 134
metafunction | ideational [logical - experiential] - interpersonal - textual 135
local axis paradigmatic - syntagmatic 1.3.1-1.32
rank (for lexicogrammar:) clause - group/phrase - word - 1.1.1-1.1.3;
morpheme 1.2.1-1.23
delicacy (for lexicogrammar:) the continuum from grammar to lexis (1.3.3);2.2

1.4.1 Context; language in relation to context

As we have noted above (in particular in Section 1.3.4), language operates in context. In
terms of linguistic theory, we recognize this important principle by developing an ‘ecological’
theory of language — one in which language is always theorized, described and analysed
within an environment of meanings; a given language is thus interpreted by reference to
its semiotic habitat. This way of approaching language was given a considerable theoretical
and empirical boost by the anthropologist Bronislaw Malinowski in the 1920s and 1930s,
based initially on his extensive fieldwork in the Trobriand Islands in the 1910s; and his
insights were taken up and developed within linguistic theory by J.R. Firth, and then built
into a general theory of language in context by systemic functional linguists (e.g. Halliday,
Mclntosh & Strevens, 1964; Halliday, 1978, 1992a; Halliday & Hasan, 1985; Ghadessy,
1999; Butt & Wegener, 2007). This is the conceptualization of context that we use here.

Like language, context is extended along the cline of instantiation (Section 1.3.4) from
instance to potential; and like language, it is functionally diversified (Section 1.3.5). Let
us discuss these two different aspects of the organization of context, and then introduce a
context-based typology of texts that we will be using throughout this book when we give
examples of grammar operating in text.

As shown in Figure 1-11, context extends along the cline of instantiation (Section
1.3.4) from the overall contextual potential of a community to the contextual instances
involving particular people interacting and exchanging meanings on particular occasions.
The contextual potential of a community is its culture — what we call the context of culture,
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following Malinowski. The context of culture is what the members of a community can
mean in cultural terms; that is, we interpret culture as a system of higher-level meanings
(see Halliday, 1978) — as an environment of meanings in which various semiotic systems
operate, including language, paralanguage (gesture, facial expression, voice quality, timbre,
tempo, and other systems of meaning accompanying language and expressed through the
human body; cf. Thibault, 2004) and other human systems of meaning such as dance,
drawing, painting and architecture (e.g. Kress & van Leeuwen, 1996; O’Toole, 1994,
Martinec, 2005). Describing the cultural potential of a community is obviously a huge
undertaking — one requiring the kind of commitment, support, recognition and funding
given to the Human Genome Project, started in 1990. Perhaps we can imagine a vast
number of Human Sememe Projects given the task of mapping out the cultural potentials
of all human societies (or Human Meme Projects, to relate to Richard Dawkins’ notion of
meme as a cultural replicator). While no project on this scale has yet been undertaken, it is
certainly possible to see the theoretical significance of such a project.

From a practical point of view, one research strategy is to move along the cline of
instantiation from the potential pole towards the instance pole: for researchers, it
is considerably easier to take on the task of describing a particular cultural domain, or
institution, based on evidence gathered from the various contexts of situation operating
within that institution (cf. Matthiessen, 2009c: Section 3.6). Malinowski (e.g. 1944) called
institutions the ‘real isolates of culture’, advocating the study of institutions; and we can
investigate an institution linguistically through the register that operates within it (cf.
Section 1.1 above). While describing the overall potential of a culture is a daunting task,
mapping out an institution by identifying and describing the different types of situation
that collectively constitute the institution is a more manageable undertaking, and systemic
functional contributions along these lines have been made in a number of areas including
the family, education, administration, the media, and healthcare.

While there are still no comprehensive descriptions of the context of culture, the general
categories of context have been known for a long time — see Halliday, McIntosh & Strevens
(1964: 90-94); and they have been explored under the headings of field, tenor and mode
(e.g. Hasan, 1973; Halliday, 1978; Halliday & Hasan, 1985; Martin, 1992). Thus any
situation type can be characterized in terms of field, tenor and mode:

e field - what's going on in the situation: (i) the nature of the social and semiotic
activity; and (ii) the domain of experience this activity relates to (the ‘subject
matter’ or ‘topic’)

® tenor — who is taking part in the situation: (i) the roles played by those taking part
in the socio-semiotic activity — (1) institutional roles, (2) status roles (power, either
equal or unequal), (3) contact roles (familiarity, ranging from strangers to intimates)
and (4) sociometric roles (affect, either neutral or charged, positively or negatively);
and (ii) the values that the interactants imbue the domain with (either neutral or
loaded, positively or negatively)

® mode — what role is being played by language and other semiotic systems in the
situation: (i) the division of labour between semiotic activities and social ones
(ranging from semiotic activities as constitutive of the situation to semiotic activities
as facilitating); (ii) the division of labour between linguistic activities and other
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semiotic activities; (iii) rhetorical mode: the orientation of the text towards field
(e.g. informative, didactic, explanatory, explicatory) or tenor (e.g. persuasive,
exhortatory, hortatory, polemic); (iv) turn: dialogic or monologic; (v) medium:
written or spoken; (vi) channel: phonic or graphic.

Field, tenor and mode are thus sets of related variables, with ranges of contrasting values.
Together they define a multi-dimensional semiotic space — the environment of meanings
in which language, other semiotic systems and social systems operate. The combinations of
field, tenor and mode values determine different uses of language — the different meanings
that are at risk in a given type of situation. There are systematic correspondences between the
contextual values and the meanings that are at risk in the contexts defined by these values.
As Halliday (1978) suggested, field values resonate with ideational meanings, tenor values
resonate with interpersonal meanings, and mode values resonate with textual meanings (see
also Halliday & Hasan, 1985: 26)°. In other words, the correspondences between context
and language are based on the functional organization of both orders of meaning.

The ideational, interpersonal and textual meanings at risk can be stated in terms of systems
at the semantic stratum in the first instance. However, since semantics stands in a natural
relation to lexicogrammar, the two being the content plane systems of language, meanings at
risk can also be stated, by another stratal step, in terms of systems at the lexicogrammatical
stratum as wordings at risk. For example, when we consider the correlations between tenor
values and terms in interpersonal systems, we should really focus on interpersonal semantic
systems such as SPEECH FUNCTION in the first instance rather than on lexicogrammatical ones
such as MOOD (to take an area of content from Chapter 4). Thus combinations of tenor
values relating to (a) status and (b) contact correlate with different semantic strategies
open to speakers for demanding goods-&-services of their listeners — for commanding their
listeners. If (a) the status is unequal, with the speaker being subordinate to the listener and
(b) the contact is minimal, the speaker’s semantic options are very limited: it is very hard
to command a stranger who is of superior status to do something; but there will be certain
semantic strategies. Lexicogrammatically, these strategies will be far removed from the
congruent realization of a command, a clause of the imperative mood — perhaps something
like I wonder if you would be so kind as to ... and they will be ‘dispersed’ in the grammar
of mood, involving not only ‘imperative’ clauses but also ‘declarative’ and ‘interrogative’
ones and in fact not only clauses but also combinations of clauses (see Chapter 10, Section
10.4); but semantically, they are still within range of options associated with commands.
Thus accounts of ‘politeness’ have tended to be cast in semantic terms rather than in
lexicogrammatical ones (e.g. Brown & Levinson, 1987 — an influential contribution: see
Watts, 2003, for a critical review of their framework and the literature since their work;
and systemic functional accounts, e.g. Bateman, 1988; Butler, 1988). Tenor is, as it were,
refracted through semantics so that the lexicogrammatical resonances with tenor values are
more indirect than the semantic ones.

9  We use the term ‘resonate with’ because the relationship is not a one-way causal relationship, but rather a
two-way realizational relationship (cf. Jay Lemke’s, 1984, notion of metaredundancy, discussed in Halliday,
1992d). Contextual values influence linguistic choices but are also influenced by them.
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Still, while field, tenor and mode resonate with semantic systems in the first instance,
they do penetrate into lexicogrammar: field values put ideational wordings at risk, tenor
values put interpersonal wordings at risk, and mode values put textual wordings at risk.
This was in fact shown by Brown & Gilman’s (1960) classic study of ‘the pronouns of
power and solidarity’: the tenor variables of power (or ‘status’) and solidarity (related to
‘contact’, in our characterization of tenor above) resonate with different uses of the system
of pronouns in various languages'’. Indeed, the tenor variables of power and contact may
be grammaticalized as part of the core interpersonal system of mood in a language, as in
Japanese and Korean (see Matthiessen, Teruya & Wu, 2008, and references therein).

Field, tenor and mode variables are the basis for any attempt to develop a taxonomy of
situations. At the same time, since text is language functioning in context, the field, tenor
and mode variables are also the basis of any attempt to develop a taxonomy of texts operating
in situations. It is certainly true that in developing a taxonomy of texts, we can adopt — we
need to adopt — a trinocular perspective (see Section 1.5.1 below), matching up contextual,
semantic and lexicogrammatical considerations to support the taxonomy. However, to be
meaningful, a taxonomy of texts must be grounded in contextual considerations. If the
taxonomy is ‘on the right track’, semantic and lexicogrammatical considerations will align
themselves with the contextual ones.

In principle, such a taxonomy would be based on all three contextual variables — on field,
tenor and mode. However, here we will present a contextual taxonomy of text that is based
on field in the first instance, more specifically on the variable of socio-semiotic activity (see
Matthiessen, 2006c; Matthiessen, Teruya & Lam, 2010; Teruya, 2007). We will use this
taxonomy throughout the book, classifying the illustrative texts we introduce according to
this taxonomy (as we have already done — e.g. Texts 1-1 through to 1-3).

So let’s consider the nature of the socio-semiotic activity that constitutes a situation. In a
sense, the activity that constitutes a situation is either one of behaviour or one of meaning;
this is the traditional distinction between action and reflection. So we will make a basic
distinction between activities of ‘doing’ and of ‘meaning’, and then further distinctions
within ‘meaning’:

® ‘doing’: the situation is constituted in some form of social behaviour, involving one
or more persons. Language or other semiotic systems such as gesture, gaze and facial
expression may be engaged to facilitate the performance of the activity, as when
language is used to coordinate a team
® ‘meaning’: the situation is constituted in some process of meaning. There are seven
primary types:
O ‘expounding’: expounding knowledge about the world — about general classes of
phenomena, categorizing them or explaining them
O ‘reporting’: reporting particular phenomena, chronicling the flow of events,
surveying places or inventorying entities

10 Another classic study that illuminates the relationship between tenor and lexicogrammar is Ervin-Tripp’s
(1972) account of terms of address in American English in relation to tenor values. The general point is that
a given interpersonal system can mean in more than one way depending on the tenor values of the context
in which it operates.
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O ‘recreating’: recreating any aspect of prototypically human life imaginatively by
dramatizing or narrating events

O ‘sharing’: sharing personal experiences and values, prototypically in private

O ‘enabling’: enabling some course of activity, either enabling the activity by
instructing people in how to undertake it or regulating the activity by controlling
people’s actions

O ‘recommending’: recommending some course of activity, either for the sake of
the speaker through promotion of some commodity or for the sake of addressee
through advice

O ‘exploring’: exploring societal values and positions, prototypically in the public
arena.

These primary types of socio-semiotic activity can be represented typologically as a system
network, of course; but we can also represent them topologically, as shown in Figure 1.13.
This ‘pie’ diagram suggests that different types shade into one another, which is indeed
the case. For example, ‘reporting’ and ‘recreating’ shade into one another to provide a
context for fictionalized biographies (‘fake histories’: see Halliday, 2010: Section 5.3),
and ‘recommending’ and ‘reporting’ shade into one another to provide a context for
infomercials.

Figure 1-13 represents two steps in delicacy — the eight primary types, and secondary
distinctions within each type. When we reach secondary delicacy, we can begin to discern
the structuring of situations belonging to the different types. And if we take one step
further, we can relate tertiary types to generic structures in the literature on ‘genres’. For
example, situations characterized by processes of explaining can be structured in a number
of different ways, but once we differentiate these explanation strategies at tertiary delicacy,
for example distinguishing factorial explanations from sequential ones, we can assign the
distinct structures described by Veel (1997) for explanations in school science. Similarly,
there are different ways of staging narrative situations, but once we take another step and
differentiate folk tales, exempla, anecdotes and other narrative strategies, we can refer to
the different narrative structures that have been described in the literature (e.g. Hasan,
1984; Eggins & Slade, 1997; Martin & Rose, 1994: Chapter 2). (Clearly, the specification of
the structure of situation is staged in terms of delicacy. For example, narrative situations in
general share structures that embody temporal sequence, but they differ in terms of other
structural elements and even with respect to what factors ‘drive’ the temporal sequence.)

The question of how many steps in delicacy we have to take before we can begin to
discern the distinct structures of different types of situation is obviously important from the
point of view of contextual description. This question is also significant from the point of
view of the description of lexicogrammar. Here the issue is at what point we can begin to
discern interestingly distinct uses of the resources of lexicogrammar. As a rule of thumb, we
can say that this happens at the point at which the contextual structure of a situation can
be fully specified. This will mean, among other things, that the elements of the structure
of a situation can be investigated in terms of their distinct patterns of lexicogrammatical
realization, as illustrated by e.g. Halliday (1982) and Fries (1985).
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explaining categorizing

expounding

enabling

instructing sharing experiences

sharing values

regulating

directing collaborating

Fig. 1-13 Field — socio-semiotic process (activity) represented as a topology

The socio-semiotic activity types in Figure 1-1 combine with values from the other field
variable, i.e. with values from experiential domains (areas of subject matter); and these
combinations are likely to yield somewhat different patterns. For example, explanations
in school science (e.g. Veel, 1997) and in school history (e.g. Coffin, 2006) are similar in
various ways, but they are also different in certain respects. For example, the repertoire
of explanations deployed in school history appears to be narrower; and they differ
lexicogrammatically: scientific terms are construed and used very frequently in school
science but hardly at all in school history (cf. Eggins, Wignell & Martin, 1993).

The socio-semiotic activity types in Figure 1-1 also combine with variables within the
tenor and mode parameters of context. In terms of tenor, we can consider the different
socio-semiotic activities in relation to different role combinations of those taking part in the
activity. For example, we can imagine a series of concentric circles for different institutional
role combinations as children would meet them in the course of their development as they
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grow up, and then compare sets of roles for different activities, e.g. parents explaining
phenomena to their children in the home versus teachers explaining phenomena to their
students in primary school — or the other way around, as illustrated by the analysis in
Halliday (2002b: 313-322) on an explanation offered by a five-year-old boy to his father
of why the North Star stays still but the other stars don’t (see Chapter 3, Text 3-7). Tenor
considerations thus include the range of ‘voices’ taking part in the different socio-semiotic
activities, including degrees of expertise and of professionalism.

In terms of mode, we can intersect the socio-semiotic activity types with different
combinations of (a) turn: dialogic vs. monologic, and (b) medium: written vs. spoken;
these combinations are represented as four different concentric circles in e.g. Matthiessen
(2006c: 46), Teruya (2007), and Matthiessen, Teruya & Lam (2010: 221). The intersection
of the socio-semiotic activity types with (a) turn and (b) medium makes it possible to
locate the short numbered text examples we give throughout this book: see Table 1-8.
Quite a few cells are empty, but most of them could in fact be filled with examples of
lexicogrammatically analysed texts, and we hope that systematic overviews can be presented
in future publications.

In the same way, we could use this matrix of field and mode values to locate many of
the descriptions of ‘genres’ that have been developed over the past few decades: compare
the summaries in Martin & Rose (2008), Christie & Derewianka (2008), Eggins & Slade
(2005). Many of these accounts provide very good insights into the lexicogrammar ‘at work’
in different contexts. The accounts reveal fairly general tendencies such as the deployment
of interpersonal lexis in various texts operating in ‘sharing’ and ‘exploring’ contexts, the
use of grammatical metaphor within the ideational metafunction in texts operating in
‘expounding’ and ‘exploring’ contexts. They also reveal quite specific patterns such as the
emergence in late adolescence of the ‘relational’ grammar of proving in texts operating in
‘exploring’ contexts (Christie & Derewianka, 2008: 222, 232).

In addition to turn and medium, mode variables also include channel, division of labour
and rhetorical mode.

The division of labour between social activities and semiotic ones varies according to
the activities represented in Figure 1-1. In ‘doing’ contexts, people exchange meanings to
facilitate the social tasks they are concerned with, as when medical teams collaborate to
perform surgery or when removalists talk and gesture (if their hands are free!) to coordinate
difficult tasks (as in Text 4-3 in Chapter 4). In all other contexts, most of the socio-semiotic
labour is semiotic in the first instance: the exchange of meanings in language and other
semiotic systems is constitutive of the contexts in which it operates.

The division of labour between language and other semiotic systems covers the whole
range, from contexts where language does all the semiotic work to contexts where all the
semiotic work is done by some semiotic system or systems other than language. The possible
combinations naturally depend on the nature of the channel, but they also vary according
to field. For example, recounts in history using a graphic channel might be accompanied
by timeline diagrams, but instructions in software manuals might be accompanied by
flowcharts (cf. Matthiessen, 2009a).

Rhetorical mode encompasses a number of rhetorical categories concerned with the
contribution of the text to the situation it operates in: informative, didactic, persuasive,
exhortatory, pragmatic, and so on. However, we can relate these particular categories to
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the orientation of the text (i) towards the field of the situation, (ii) towards the tenor or
(iii) towards some mixture of both.

()

(i)

Orientation towards field means that the goals of the situation, or intended outcomes,
are concerned with field, more specifically with the development of field, as in an
‘expounding’ context where the speaker’s goal might be to construe a taxonomy for
the addressee, a classification of some classes of phenomena. When texts operate
in such situations, they tend to be organized in terms of field — in terms of the
structure of the field, as when a text is organized according to the classes of a
taxonomy (e.g. Text 9-12, Text 9-13). Orientation towards field is characteristic
of ‘expounding’, ‘reporting’ and ‘doing’ contexts, and also in principle of ‘enabling’
contexts of the ‘instructing’ subtype.

Orientation towards tenor means that the goals of the situation, or intended outcomes,
are concerned with tenor, more specifically with the relationship between speaker
and addressee — with maintaining or changing this relationship, as when speakers try
to bring their addressees closer to their own positions (e.g. the text in Table 9-20).
When texts operate in such situations, they tend to be organized in terms of tenor,
with a central proposition or proposal supported by text segments that provide
evidence for the proposition, increasing the likelihood that the addressee will agree,
or motivation for the proposal, increasing the likelihood that the addressee will
comply (if the proposal is some form of command) or accept (if the proposal is
some form of offer). The orientation towards tenor is thus likely to be reflected
in the semantic organization of texts operating in ‘recommending’ and ‘exploring’
contexts in the use of fairly global internal relations — called internal conjunctive
relations (see Halliday & Hasan, 1976; Martin, 1992) or internal rhetorical
relations (see Mann & Matthiessen, 1991). Both evidence and motivation can be
interpreted as internal versions of cause — evidence: ‘I claim/you should believe
that ... because ... ’; motivation: ‘I want you/you are obliged to ... because ...". In
general, orientation towards tenor is characteristic of ‘sharing’, ‘recommending’ and
‘exploring’ contexts, and also in principle of ‘enabling’ contexts of the ‘regulatory’
subtype (but see immediately below). In contrast, texts operating in contexts
with an orientation towards field are much less likely to involve internal relations;
instead, they are organized both globally and locally in terms of external relations.
For the contrast between internal and external relations, see further Chapter 9,
Section 9.3.2; for the orientation in the organization of text towards interpersonal
or ideational meanings, see Halliday (2001).

(iii) Orientation towards both field and tenor means that the goals of the situation,

or intended outcomes, are concerned with field and/or tenor. Thus the goals of
‘recreating’ situations may be concerned with the construal of some imaginary
world, ranging from a slight variant of our own world to a world of pure fantasy;
but the goals may at the same time involve moral principles embodied in tenor.
In this way, utopias and dystopias are concerned with both field and tenor. The
orientation towards both field and tenor is reflected in the structure of traditional
folk tales or nursery tales: field is reflected in the sequence of events (initiating,
sequent and final), and tenor is reflected in evaluations, which may be strung out
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prosodically through the narrative and/or encapsulated in a separate ‘moral’ at
the end of the tale (cf. Hasan, 1984). The goals of ‘enabling’ situations can also
be said to relate to both field and tenor, but in a different way. They concern
the addressee’s activities in some field, but tenor comes into the picture as well
because these activities are ‘modulated’: the addressee is either capacitated to
undertake them (instruction) or required to do so (regulation). In terms of their
organization, instructional texts tend to be more field-like, being organized as the
sequence of steps that make up a procedure. In contrast, regulatory texts have a
less clearly field-based organization; and like ‘promoting’ texts, they may include
motivations — although typically threats of forms of punishment rather than the
irresistible features of a product or service!

Channel determines the ‘bandwidth’ of the flow of meanings in a situation. For most
of human history, the channel was only phonic, but typically with visual contact (thus
also allowing for accompanying gestures, facial expressions and other forms of visual
‘paralanguage’); but with the gradual emergence of writing, initially in certain city-based
civilizations around five thousand years ago, graphic channels were added, and archival
uses of language became possible. Technological advances have continued to enhance
the potential of both phonic and graphic channels, and to enable mixed channels (cf.
Halliday, 2008: 140-141). Importantly, mobile and web-based technologies (for hardware
and software) have changed the possibilities of ‘sharing’ in rather dramatic ways, with
a whole host of new options like e-mail messages, text messages, blogs, tweets and
other formats associated with social media, as investigated and discussed by Macnamara
(2010). As a result, the distinction between the private sphere of ‘sharing’ values and
opinions and the ‘public’ sphere of exploring them has become blurred. This can be seen
in places where users post reviews of commodities such as film and music, such as the
Internet Movie Data Base. Reviews range from opinions that might be shared in casual
conversation to analytical evaluations of the kind we would expect from expert reviewers
contributing to quality newspapers. Since both ‘sharing’ and ‘exploring’ contexts are
important sites for the instantiation, and (in the phylogenetic time-frame) for the
evolution, of interpersonal meaning, there are likely to be interesting changes in patterns
of interpersonal meaning-making — more profound than the addition of ‘emoticons’ to
written conversation to make up for some of the loss of intonation and voice quality
in spoken language. Of course, technological advances do not affect only ‘sharing’ and
‘exploring’ contexts, but also the other types of situation characterized in terms of socio-
semiotic activities in Figure 1-1. However, the development of social media does indicate
the extent to which companies are trying to leverage people’s need for ‘sharing’ and
orientation towards the interpersonal.

1.4.2 Semantics

Semantics is the highest stratum within language; it serves as an ‘interface’ between language
and the environment outside language, as shown in Table 1-5. This means that semantics
interfaces with context, but not only with context — it also interfaces with other systems
that operate within context, viz. with the content systems of other semiotic systems and
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with bio-semiotic systems such as our systems of perception and our system of bodily action
(cf. Halliday & Matthiessen, 1999).

As the upper of the two content strata within language, semantics is the interface
between context and lexicogrammar. Semantics transforms experience and interpersonal
relationships into linguistic meaning, and lexicogrammar transforms this meaning into
words, as we put it above (see Table 1-5), adopting the speaker’s perspective.

The basic unit of semantics is the text — language functioning in context, an instance
of the semantic system. A text is organized internally as patterns of logical, experiential,
interpersonal and textual meaning. At the same time, it is organized externally as a unit
operating in context: the structure of the context of situation that a text operates in is, as
it were, projected onto the text. If the situation is one of ‘meaning’ in terms of the socio-
semiotic activity in Figure 1-1 then the entire structure of the situation is projected onto
the text. For example, in a situation of telling a traditional folk tale, the structure would be
(from Hasan, 1984, but slightly simplified):

(Placement A ) Initiating Event A Sequent Event'™ A Final Event ( A Finale) (° Moral)

This structure is projected onto the text operating in the situation, as illustrated in Text 5-2,
Chapter 5 — and possibly also onto other accompanying semiotic processes such as a musical
score. Each element, or stage, of the structure of the situation is realized by distinctive
semantic patterns, as illustrated for Placement by Hasan (1984). These distinctive semantic
patterns are, in turn, realized by distinctive lexicogrammatical patterns; but the patterns
of wording in the lexicogrammar are always mediated by the patterns of meaning in the
semantics. In Text 5-2, the beginning of the Placement is realized (via the semantics) by an
‘existential’ clause, followed by a ‘material’ clause (to characterize them in the experiential
terms that we will introduce in Chapter 5):

Once, a very long time ago, there lived a man called Noah. He and his wife and his sons and their wives all
worked very hard.

The ‘existential’ clause serves to introduce the protagonist of the tale, a man called Noah, as
the Existent — the participant in the process of living; and the Existent is given the textual
status of New information, the main point of the message (to use textual terms we will
introduce in Chapter 3). The protagonist is presented in this way against the background of
Time, once, a very long time ago; and this temporal circumstance is given the textual status
of Theme, the orientation chosen for the message. The next clause still contributes to the
development of the Placement: elaborating on Noah, it construes a habitual activity he and
his family took part in.

The need for a placement in a traditional situation of narration thus ‘trickles’ down from
context via the semantics to the lexicogrammar, and this need is met by the lexicogrammatical
choices that we have just illustrated. However, unless texts are very short (like traffic signs),
there are layers of semantic patterning between the whole text and the local units that
are realized lexicogrammatically by clauses such as Once, a very long time ago, there lived a
man called Noah. Texts have ‘depth’ — ordered layers of semantic patterns, ranging from
the global semantic domain of the whole text to local semantic domain corresponding to
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domains of lexicogrammatical patterning. This depth is reflected in traditional accounts
within composition and rhetoric in notions like rhetorical paragraph and topic sentence,
and linguists and other scholars concerned with the analysis of texts and the description
of the systems that lie behind them have proposed various frameworks for accounting
for the ‘depth’ of texts, including pioneering contributions from the broad tradition of
tagmemic linguistics (e.g. Grimes, 1975; Beekman, Callow & Kopesec, 1981; Longacre,
1996; Longacre & Hwang, 2012; Pike, 1992).

In general, two approaches to the account of the depth of texts have emerged in various
traditions: the depth of layering may be modelled in terms of a semantic rank scale
operating with some kind of constituency structure (analogous to the lexicogrammatical
and phonological rank scales discussed above), as in Longacre’s work since the 1970s; or it
may be modelled in terms of internal nesting of relational organization — along the lines
of Grimes (1975) and Beekman, Callow & Kopesec (1981). Within systemic functional
linguistics, we also find these two models of the depth of text — the rank-scale model
with rhetorical units proposed by Cloran (1994) and the internal-nesting model derived
from Rhetorical Structure Theory (RST, e.g. Matthiessen & Thompson, 1988; Matthiessen,
1992, 2002a). The two are applied to the analysis of the same text by Cloran, Stuart-Smith
& Young (2007). They are not, of course, mutually exclusive; they can be interpreted as
capturing different aspects of the ‘depth’ of texts. And as grammarians we do not have to
choose between the two as long as they provide us with motivated accounts of how to relate
semantics to grammar. However, at various points in our account of grammar, we will
make use of the internal nesting model derived from RST since this model will enable us to
explore the nature of clause complexing (Chapter 7), of the use of cohesive conjunctions
(Chapter 9), of grammatical metaphor (Chapter 10), and of the source of methods of
development relating to the choice of Theme (Chapter 3).

Let us try to summarize the salient features of the relationship between situation
(context), text (semantics) and clause (lexicogrammar) by means of a diagram: see Figure
1.14. Globally, a text is structured according to the situation it operates in; the contextual
structure is projected onto the text, and the contextual elements are realized by patterns of
meaning in the text. As a semantic unit, the text consists of semantic domains of different
sizes. It is likely to consist of rhetorical paragraphs (or parasemes (see Halliday, 2002d),
which may or may not correspond to orthographic paragraphs in writing). In turn, these
consist of sequences — sequences of figures, i.e. configurations of processes, participants
involved in these and attendant circumstances. These more local domains, sequences and
figures, are typically realized grammatically: sequences are realized by clause complexes,
and figures by clauses. Here the grammar provides a good deal of guidance through the
grammatical structure of the clause complex (Chapter 7), the clause (Chapters 3 through
to 5) and its constituent parts (Chapters 6 and 8). Thus the grammar makes the local
structure of the text ‘tighter’, more highly integrated, by constructing it not only as meaning
but also as wording. However, the grammar also provides some important guidance beyond
the domain of the clause complex, i.e. beyond the most extensive domain of grammatical
structure. It does this by means of the resources of cohesion (Chapter 9), e.g. by means
of cohesive conjunctions such as for example, in addition, in contrast, therefore, meanwhile,
which can mark relations between sequences realized by clause complexes and also between
(groups of) rhetorical paragraphs.
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Fig. 1-14 Semantics as an ‘interlevel’ between context and lexicogrammar

In describing the structure of the text, we have foregrounded the perspective of the
ideational metafunction. Sequences are construed through logical resources and figures
through experiential ones; and rhetorical paragraphs and groups of paragraphs can be
interpreted as being formed by logical resources — in terms of logico-semantic relations
(cf. Halliday, 2001; Matthiessen, 2002a). At the same time, texts are also organized in
terms of interpersonal and textual patterns of meaning. Interpersonally, a text is a series
of exchanges between speaker and addressee — even if it is a one-sided monologue that is
essentially a series of statements acknowledged silently by the addressee. These exchanges
are propelled forward locally by moves, which are realized by clauses in their interpersonal
guise (Chapter 4). Textually, a text is a flow of information, or, more accurately, waves of
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information. These wave patterns extend from the whole text through rhetorical paragraphs
to local waves, or messages — quanta of information that are realized by clauses in their
textual guise, and (in spoken language) also by information units (Chapter 3).

We will discuss the complementary metafunctional perspectives on the text at various
points in the book in order to illuminate the grammar, and we will return to the relationship
between semantics and lexicogrammar in Chapter 10, Section 10.1.

1.4.3 Language and other semiotic systems in context

The term ‘text’ includes both spoken and written instances of the linguistic system. As a
scientific term in linguistics, it thus differs from a common everyday sense of text as a piece
of writing — and now also as a verb, in the sense of ‘sending text messages’ with the help
of some mobile message service (as in In what may have been a final, frantic act, Conaway
texted relatives an hour later, saying they were trapped in the trunk of a car.). In linguistics,
‘text’ thus means an instance of the linguistic system. However, the sense of text is being
extended to other semiotic systems, and scholars refer to instances of e.g. ‘visual semiotic’
systems as ‘(visual) texts’ (thus a painting would be a visual semiotic text) and they also refer
to ‘multimodal texts’ — instances of more than one semiotic system. While this extended
sense of ‘text’ is still hard to find in dictionaries, it has clearly been established; for example,
ACARA, the Australian Curriculum and Assessment Authority glosses ‘multimodal text’ as
‘combination of two or more communication modes (for example, print, image and spoken
text, as in film or computer presentations)’!'. And the same has happened to ‘discourse’
(see e.g. Kress & van Leeuwen’s, 2001, pioneering contribution; researchers now talk about
‘MDA’: ‘multimodal discourse analysis’.

Most accounts of ‘multimodal text’ so far have probably focused on combinations of written
texts and instances of ‘visual semiotic’ systems. From a developmental and evolutionary
point of view, it would make more sense to start with spoken texts unfolding together with
instances of other somatic semiotic systems (i.e. other semiotic systems using some aspect
of the body as their expression plane; see Matthiessen, 2009a, and cf. Thibault’s, 2004,
notion of the ‘signifying body’) before moving on to interpret and describe exo-somatic
semiotic systems. Indeed, the protolanguages of early childhood tend to be both vocal and
gestural in their expression (see Halliday, 1975, 1992d, 2004); and we can hypothesize
that the same was true of protolanguages in human evolution (see Matthiessen, 2004a).
Using this starting point, we could investigate the relationship (including relative timing)
between choices in lexicogrammar and choices in semiotic systems other than language
such as gesture, facial expression and vocal paralanguage in face-to-face conversation,
building on contributions such as McNeill (2000). Here the research by James Lantolf and
his team of researchers in the context of (advanced) second language learning is a source of
insights and ideas. For example, he has shown that English and Spanish differ in how they
construe motion through space in terms of the division of labour between lexicogrammar
and gesture: certain features of motion are construed lexicogrammatically in English, but
gesturally in Spanish; and the other way around. While Lantolf’s framework is not derived
from systemic functional linguistics, it is quite compatible (cf. contributions in Byrnes,

11 See: http://www.australiancurriculum.edu.au/Glossary?a=E&t=multimodal+texts
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2006), and it is a valuable demonstration of the importance of investigating lexicogrammar
‘ecologically’ instead of treating it as an ‘autonomous’ system: clearly, lexicogrammar and
gesture evolved together as complementary systems in both English and Spanish'?. An early
systemic functional contribution to the study of language and gesture is Muntigl (2004),
and the systemic functional work on language and gesture has been followed up by Hood
(2011).

If we take ‘text’ to mean an instance of the system of a language operating in a context of
situation, then we can ask: (1) how it relates to instances of other semiotic systems operating
in the same context of situation, and (2) how semiotic labour is divided among these different
semiotic systems — how they complement one another. Taking gesture as an example of a
semiotic system operating alongside language, we can represent the basis for these two questions
diagrammatically: see Figure 1-15. Both language and gesture operate in the same context
of situation, and are thus coordinated within it: as spoken text unfolds, it is accompanied
by gesturing. Studies like those referred to above show that speakers (and addressees) are
very adept at synchronizing speech and gesture so that gesture may relate to any of the
metafunctional strands of meaning that run through the spoken text, e.g. a beckoning gesture
accompanying a command to the addressee such as Come here! (interpersonal), a pointing
gesture accompanying a reference (exophoric) such as That’s huge (textual), or a depictive
gesture accompanying a description such as It is shaped like a five-pointed star (experiential).
(2) The division of semiotic labour between language and gesture seems to vary from one
language to another, as already noted; but with a given language, there will also be variation

context of situation (instance of cultural system)

division of

labour /\
gesturing (instance of gestural system)
‘%n'ship

text as meaning (instance of semantic system)

text as wording (instance of lexicogrammatical system)

Fig. 1-15 Gesturing accompanying linguistic meaning and wording in context

12 This is a fundamental insight into lexicogrammar — and it is very relevant in the context of the extensive
body of research on the lexicogrammar of motion, going back to Talmy’s (1985) pioneering typological
study. (For a recent contribution to, and review of the extensive literature in, this area, see Beavers, Levin &
Thao, 2010.)
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according to the nature of the context, and thus of the register. In a game of charades, or
in pantomime more generally, gesture and other visually realized semiotic systems must, of
course, take over entirely from language; but in contexts where speakers need their hands
and arms for other purposes, as often happens in ‘doing’ contexts, they have to rely more
on language, and even though speakers tend to gesture when they engage in a telephone
conversation, their listeners do not see these gestures (unless there is a video link).

One interesting issue that relates to both questions posed above is to what extent the
different semiotic systems operating in context are integrated with one another and to
what extent they operate independently of one another. To explore this issue, we can
posit a cline of integration, extending from completely integrated systems to completely
independent ones (cf. Matthiessen, 2009a). An example of complete integration is grammar
and intonation. In English, and in many other languages, intonation is in fact not a separate
semiotic system but rather a medium of expression deployed within the interpersonal
and textual systems of the language (see e.g. Halliday, 1967a; Halliday & Greaves, 2008).
An example of more or less complete independence would be the use of images in early
printed books in Europe: illustrations were not produced or even chosen by the author as
illustrations of points in the text but were instead added by the printer as decorations.

Another interesting issue is to what extent different semiotic systems extend all the way
along the cline of instantiation from the instance pole to the potential pole (cf. Figure 1-11).
We can ask of any one given semiotic system how systemic it is — which clearly relates
to the question of how much individual variation there is across a speech fellowship (or
speech community). Language has evolved as a fully systemic semiotic system: it is possible
to posit and describe the overall meaning potential for a given language, interpreting this
meaning potential as an aggregate of registerial subpotentials. However, it is theoretically
quite possible that certain other semiotic systems are more usefully interpreted as operating
with systems located somewhere midway along the cline of instantiation; in other words,
they are most usefully described in register-specific terms (cf. Halliday, 1973: Chapter 4;
Matthiessen, 1990). For example, if we consider semiotic systems that have been included
under the heading of ‘visual semiotics’, we can note how highly contextually adapted and
specialized systems such as technical drawing, mass transport route cartography and press
photography are; it is not immediately clear that they can all be regarded as registerial sub-
systems of a general visual semiotic system (cf. Bateman, 2008; Matthiessen, 2009a).

1.5 The location of grammar in language; the role of the corpus
1.5.1 Recapitulation: locating the present work on the map of language

This is not exactly a recapitulation; rather, the aim is to locate the present work in relation
to the dimensions of language discussed in the previous section.

In terms of stratification, the book deals with lexicogrammar, the stratum of wording. If
we use the familiar metaphor of vertical space, as implied in the word ‘stratum’, the stratum
‘above’ is the semantics, that ‘below’ is the phonology. We cannot expect to understand the
grammar just by looking at it from its own level; we also look into it ‘from above’ and ‘from
below’, taking a trinocular perspective (Halliday, 1978: 130-131; 1996). But since the view
from these different angles is often conflicting, the description will inevitably be a form of
compromise. All linguistic description involves such compromise; the difference between
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a systemic description and one in terms of traditional school grammar is that in the school
grammars the compromise was random and unprincipled whereas in a systemic grammar it
is systematic and theoretically motivated. Being a ‘functional grammar’ means that priority
is given to the view ‘from above’; that is, grammar is seen as a resource for making meaning
— it is a semanticky kind of grammar. But the focus of attention is still on the grammar itself.

Giving priority to the view ‘from above’ means that the organizing principle adopted
is that of system: the grammar is seen as a network of interrelated meaningful choices. In
other words, the dominant axis is the paradigmatic one: the fundamental components of
the grammar are sets of mutually defining contrastive features (for an early statement, see
Halliday, 1966a). Explaining something consists not in stating how it is structured but in
showing how it is related to other things: its pattern of systemic relationships, or agnateness
(agnation, a term introduced into linguistics by Gleason (1965: 199) based on Latin agnatus
‘related on the father’s side’).'?

Each system has its point of origin at a particular rank: clause, phrase, group and their
associated complexes. Since the clause is the primary channel of grammatical energy, the
first part of the book deals with systems of the clause. The second part deals with systems
at other ranks; and also those of the information unit, which is the grammatical reflex of the
phonological tone group. The final chapter will describe movement across the rank scale,
one of the forms taken by grammatical metaphor.

Systems at every rank are located in their metafunctional context; this means, therefore,
that every system has its address in some cell of a metafunction-rank matrix (see e.g.
Halliday, 1970/2005: 169; 1973: 133; 1976a; 1978: 132), as shown schematically in Figure
1-16 and in more detail in Chapter 2, Table 2-8. For example, the system of MOOD, referred
to above, is an interpersonal system of the clause; so it is located in the ‘clause’ row,
‘interpersonal’ column in the matrix.

Structure is analysed in functional terms, explaining the part played by each element in
the organic configuration of the whole. We shall see later on that the configurational view of
structure is oversimplified, if not distorted, because the way linguistic units are structured
tends to vary according to metafunction (see Halliday, 1979; Martin, 1996; Matthiessen,
1988). But it is possible to reduce all types of structure to a configurational form, as a
strategy for exploring the grammar.

Figure 1-16 provides a map of this general conceptual framework. It also shows the
dimension of instantiation; and this is the route by which we return to the text. In preparing
this new edition we have made considerable use of a corpus, to check the details and extend
the scope of the description; and also as a source of authentic examples. Whenever we
shift our perspective between text and system — between data and theory — we are moving
along this instantiation cline. The system, as we have said, is the potential that lies behind
the text.

13 This was true of the earlier editions also. But there the grammar was presented in the form of structure,
whereas in this edition we have introduced the category of system into the ongoing account.
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But ‘text’ is a complex notion. In the form in which we typically receive it, as spoken
and written discourse, a text is the product of two processes combined: instantiation, and
realization. The defining criterion is instantiation: text as instance. But realization comes
in because what becomes accessible to us is the text as realized in sound or writing. We
cannot directly access instances of language at higher strata — as selections in meaning, or
even in wording. But it is perhaps helpful to recognize that we can produce text in this
way, for ourselves, if we compose some verse or other discourse inside our heads. If you
‘say it to yourself’, you can get the idea of text as instance without the additional property
of realization.

1.5.2 Text and the corpus

Text is the form of data used for linguistic analysis; all description of grammar is based on
text. Traditionally this has been mainly ‘virtual’ text of the kind just described: examples
made up by grammarians inside their heads to illustrate the categories of the description.
The only ‘real’ text that was available was written text, and some notable grammarians of
English, such as Otto Jespersen, made considerable use of written texts as sources of data.

In the late 1940s two inventions appeared which were to change the work of a grammarian:
tape recorders, and computers. The tape recorder made it possible to capture spontaneous
speech; the computer made it possible to store and access data in increasing quantities. Ten
years later, when Randolph Quirk at the University of London and W. Freeman Twaddell
at Brown University in Providence designed and began to implement the first corpuses of
written text, they foresaw that the operation would soon become computerized. At the
same time grammarians such as Halliday were recording natural speech and analysing it
for intonation and rhythm (Halliday, 1963a and b, 1967a). We now have indefinitely large
computerized corpuses of both written and spoken text (for recent overviews of corpus
linguistics, see e.g. Cheng, 2011; McEnery & Hardie, 2012; for the use of corpora in the
investigation of English, see McEnery & Gabrielatos, 2006; for the relationship to systemic
functional research, see also Hunston & Thompson, 2006; Wu, 2009).

The text is typically presented in written form, on the screen or else printed as hard
copy. If the original was written, its format is — or at least can be — preserved. If the original
was spoken, it is usually transcribed into regular orthography; this has two drawbacks,
one of omission (there is no record of intonation and rhythm) and one of commission (it
is ‘normalized’ according to conventions designed to make it look as though it had been
composed in writing) — thus for a grammarian it has rather limited value. It is still not
automatically made available as speech.

The corpus is fundamental to the enterprise of theorizing language. Until now, linguistics
has been like physics before 1600: having little reliable data, and no clear sense of the
relationship between observation and theory. But precisely because the corpus is so
important it is better to be aware of what is good about it, and also what is potentially
not so good. Let us enumerate four points — three plusses and one minus — which relate
particularly to our use of the corpus.

First, its data are authentic. This one property underlies all its other advantages. What
people actually say is very different from what they think they say; and even more different
from what they think they ought to say (Halliday, McIntosh & Strevens, 1964). Likewise,
what people say or understand under experimental conditions is very different from what
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they say or understand in real life (for example, children aged 4 to 5 were found, when
they were probed, not to understand or be able to produce relative clauses and passives;
whereas these appear regularly in the natural speech of children before the age of 2). The
difference is less marked in writing, although it is still there. Would Jane Austen (or our
own teachers in school) have acknowledged the double * —ing’ form she used in Mansfield
Park: ‘But it would rather do her good after being stooping among the roses;’ ? (New York:
Hyperion, n.d., p. 64). But it is in speech that authenticity becomes critical; and this leads
us to the second point.

Second, then, its data include spoken language, ranging from fairly formal or at least self-
monitored speech (as in interviews) to casual, spontaneous chatter. The reason this is so
important is not, as people sometimes think, a sort of inverted scale of values in reaction
against earlier attitudes that dismissed everyday speech as formless and incoherent; it is a
more positive factor — namely, that not only is natural spoken language every whit as highly
organized as writing (it is simply organized along somewhat different lines; Halliday, 1985a,
1987a) but, more significantly, it is in the most un-selfmonitored spontaneous speech that
people explore and expand their meaning potential. It is here that we reach the semantic
frontiers of language and get a sense of the directions in which its grammar is moving (cf.
Halliday, 2002a).

There is another point that should be brought in here. Now that spontaneous speech is
becoming available for study,'* some grammarians propose to write separate grammars for
it. This approach has the merit that it can highlight special features of spoken language and
show that it is systematic and highly organized; but it tends to exaggerate the difference
between speech and writing and to obscure the fact that they are varieties within a unitary
system. Spoken and written English are both forms of English — otherwise you could not
have all the mixed and intermediate forms that are evolving in electronic text. In my own
work, including earlier editions of this book, I have always taken account of both, with a
slight bias towards spoken language for reasons given above; I have wanted to preserve the
underlying unity of the two. Either way, what matters is that spoken language can now
occupy the place in linguistic scholarship that it must do if the theory is to continue to
advance.

Third, the corpus makes it possible to study grammar in quantitative terms. It is clear
by this time that grammatical systems are probabilistic in nature: that, for example, the
system of POLARITY in English has to be modelled not simply as ‘positive/negative’ but
as ‘positive/negative with a certain probability attached’ (which has been found to be of
the order of 0.9 : 0.1)."> Computerized parsing and pattern-matching is now reaching the
point where quantitative studies can be undertaken of a number of primary systems in
the grammar, using samples large enough to permit comparison among different registers
(where it seems likely that probabilities may be systematically reset). Not enough work
has yet been undertaken along these lines for us to build it in to the total picture; but
it is a high priority field for future research. (The exploration of the probabilistic nature

4 Though now that technological obstacles have gone, legal ones have arisen. If you record surreptitiously,
you lay yourself open to being sued.
15 See Halliday & James (1993); also Halliday (1993a), Nesbitt & Plum (1988), Matthiessen (1999, 2006a).
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of language has been part of systemic functional linguistics from the start — in fact, since
before the start: see Halliday, 1959. After decades of resistance in formal linguistics, there
is now more general acceptance of the probabilistic nature of language, thanks to advances
in both ‘corpus linguistics’ and ‘statistical natural language processing’: see e.g. Bod, Hay
& Jannedy, 2003.)

What then is the problematic aspect of the large-scale corpus? Linguists who specialize in
corpus studies tend to refer to themselves, rather disingenuously, as ‘mere data-gatherers’.
We doubt whether they truly deceive themselves; they are well aware of the theoretical
significance of what they are doing and what they are finding out. But they may perhaps
deceive others, encouraging them to believe that there is some disjunction between data-
gathering and theorizing. It is just such a dichotomy that has hassled the linguistics of the
past few decades, isolating the system of language from the text as if they were two different
orders of phenomena.'® Of course, new data from the corpus will pose problems for any
theory, systemic theory included — as Steve Jones has said, ‘a science without difficulties is
not a science at all’ (Jones, 1999: 152). But such data will not contribute towards raising
our understanding unless cultured by stock from within the pool of theoretical knowledge.

We emphasize this because there was a strong current of anti-theoretical ideology in
late twentieth-century thinking, at least in certain intellectual domains. This was part of a
self-conscious postmodern reaction against ‘grand designs’; as often happens in such shifts
of fashion, what starts out as a steadying correction to the course of knowledge becomes a
lurch to a position more extreme than that which it was correcting. All modelling becomes
micromodelling, all categories become collections of instances. We share the commitment
to data and to the study of small-scale phenomena, in semiotic systems as in systems of any
kind. But to banish the macro and the system from one’s thinking is simply to indulge in
another kind of grand design; being ‘atheoretical’ disguises a particular theoretical conviction
which in our view is ill-judged and ill-informed (cf. Halliday & Martin, 1993: Ch. 11). We
would argue for a dialectical complementarity between theory and data: complementarity
because some phenomena show up best if illuminated by a general theory (i.e. from the
‘system’ end), others if treated as patterns within the data (i.e. from the ‘instance’ end)
(cf. on global warming, above); dialectical because each perspective interpenetrates with
and constantly redefines the other. This is the kind of thinking we have tried to adopt
throughout the present work.

16 A ‘corpus-based grammar’ is fine; there is no excuse now for a grammar of a well-researched language
such as English not to be corpus-based. A ‘corpus grammar’ would seem to be a contradiction in terms, if it
means a grammar emerging by itself out of the corpus. Data do not spontaneously generate theory. Some
corpus specialists now favour a ‘corpus-driven’ approach (cf. Tognini Bonelli, 2001). In the terms described,
the present grammar would, we think, qualify as corpus-driven; the difference would lie in the relative
weight given to a general linguistic theory (and to the place of theory scientific praxis). We make more use
of the explanatory power of a comprehensive model of language. In this connection, it is also important
to emphasize that the present grammar has been tested extensively against authentic text in a way most
‘corpus-based grammars’ never are: it has been applied in systematic and exhaustive analysis of large
volumes of text.
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1.6 Theory, description and analysis

In this chapter, we have outlined the contours of language in general — what we might call
the ‘architecture’ of human language, using a common metaphor for the organization of
a system, although a term such as ‘anatomy’ would arguably be more appropriate since
language is an evolved system rather than a designed one. We have drawn our illustrations
from English since one of the aims of this book is to present a description of the grammar of
English that can be applied in the analysis of spoken and written English text, as illustrated
in Halliday (1985c). However, it would be equally possible, and highly desirable, to do the
same for any other language. Lexicogrammatical text analysis is an important tool to be
used in addressing many problems in a community in different spheres such as education,
healthcare, administration, and commerce. The number of systemic functional descriptions
of languages spoken around the world has been growing steadily. In Caffarel, Martin &
Matthiessen (2004), linguists present summary accounts of eight languages (German;
French; Telugu; Vietnamese; Mandarin Chinese; Japanese; Tagalog; Pitjantjatjara), and
these are part of the basis for cross-linguistic comparison and typology. Since then, linguists
have added accounts of a number of other languages (including Danish; Spanish; Arabic;
Oko; Bajjika; Cantonese), and some of them have now been published as books.

In the next chapter, we will begin to sketch a description of the lexicogrammar of English
based on the general theory of language we have sketched in this chapter. But let us first
pause briefly to distinguish between analysis and description, and between description and
theory. In empirical approaches to language, all three are grounded in data — in the first
instance, in spoken and written text; but they differ in their relation to data — they differ in
degree of abstraction from data.

When we observe a language, we observe it as text — as a flow of speech or as (typically)
discrete pieces of writing. Texts lie at the instance pole of the cline of instantiation (Section
1.3.4), and once we have observed and collected them and made them accessible to study
(e.g. by transcribing spoken text), we can proceed by analysing them, noting patterns in
these instances. (i) If we have access to an existing account of the system of the language
(at the potential pole of the cline of instantiation), then we will analyse texts by relating
instantial patterns in the system. In other words, we undertake the analysis of texts by
means of the description of the system that lies behind them, as in Figure 1-9 above,
identifying terms in systems and fragments of structures that are instantiated in the text.
In the course of undertaking the analysis, we are likely to find gaps in the description, or
even mistaken generalizations. Text analysis is a very rigorous way of testing, and thus
improving, existing descriptions because everything in a given text has to be accounted
for in the description (cf. Matthiessen, 2007b: 791-792). (ii) If there is no description to
draw on, this means that we will gradually have to develop one based on the analysis of a
representative sample of texts (a corpus; see Section 1.3.4 above, and Chapter 2, Section
2.4). In other words, describing a language is a process of generalizing from the analysis of
textual data. The outcome of this process is a description of the system of the language,
and we keep testing such descriptions by deploying them in continued text analysis and by
applying them to different tasks such as language education or natural language processing.

Analysis and description thus operate at the outer poles of the cline of instantiation
within a given language. Regions intermediate between these two poles can be approached
in terms of either analysis or description: the account of a text type can be interpreted as a
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generalized analysis of a sample of texts, and the account of a register can be interpreted as
specialized description of the general system; but, in either case, the account will ultimately
be grounded in textual data.

While a description is an account of the system of a particular language, a theory is an
account of language in general. So we have descriptions of various languages such as English,
Akan and Nahuatl; but we have a theory of human language in general (see e.g. Halliday,
1992e, 1996; Matthiessen & Nesbitt, 1996). This introduction to (systemic) functional
grammar is both an introduction to the general theory of grammar and to the description
of the grammar of a particular language, English. The theory includes the ‘architecture’
of grammar — the dimensions that define the overall semiotic space of lexicogrammar, the
relationships that inhere in these dimensions — and its relationship to other sub-systems
of language — to semantics and to phonology (or graphology). Thus, according to systemic
functional theory, lexicogrammar is diversified into a metafunctional spectrum, extended
in delicacy from grammar to lexis, and ordered into a series of ranked units: see Figure
1.17. This figure shows the general ‘template’ according to which the lexicogrammar of any
particular language will be organized.

_______________ [ - —Iu;ul
___________________ logical experiential interpersonal
gglcal experiential interpersonal textual .

clause

phrase

group

word

Fig. 1-17 Theoretical dimensions of lexicogrammar: hierarchy of rank, spectrum of
metafunctions and cline of delicacy

However, this theoretical template does not include details that are specific to particular
languages or even to large sets of languages. For instance, the description of the system
of MooD shown in Figure 1-9 is specific to English: according to this description, there is
a system of INDICATIVE TvPE, with ‘indicative’ as its entry condition and ‘declarative’ and
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‘interrogative’ as its two terms, and the term ‘declarative’ is realized by the sequence of
Subject followed by Finite. This description is grounded in generalizations about English
data, i.e. spoken and written texts; and all descriptions must be based on empirical evidence!’.
Naturally, when we develop descriptions for other languages, we may find similarities; for
example, many languages can be described systemically in terms of a contrast between
‘declarative’ and ‘indicative’, although very few languages realize ‘declarative’ structurally by
putting Subject before Finite, in contrast with Finite before Subject in ‘yes/no’ interrogative
clauses (cf. Teruya et al., 2007). Typological generalizations are both possible and desirable,
serving many purposes (cf. Matthiessen, Teruya & Wu, 2008); but they are still grounded
in empirical evidence, not based on theoretical hypotheses.

The template illustrated in Figure 1-17 will accommodate innumerable possible
descriptions — a number of which correspond to languages actually spoken today. In
Chapter 2, we will provide an overview map or matrix of the lexicogrammar of English
in terms of metafunction and rank, and in the remainder of the book (Table 2-8), we will
present a more detailed description, up to a certain point in delicacy — a point that is still
a far distance from lexis, and even some distance from the region intermediate between
grammar and lexis.

This introduction to (systemic) functional grammar differs in various ways from other
accounts — in terms of both theory and description. (i) In terms of theory, we can locate
systemic functional theory of grammar within a general family of functional theories
of grammar, contrasting these with formal theories of grammar (cf. Halliday, 1977;
Matthiessen, 2009b). Within the family of functional theories, systemic functional theory
is unique in its paradigmatic orientation (see Section 1.3.2 above; cf. Halliday, 1966a)
— its orientation to grammar as system, represented by means of system networks; other
functional theories are syntagmatic in their orientation. Systemic functional theory also
differs from many other functional theories in its emphasis on comprehensive, text-based
descriptions — descriptions that can be used in text analysis; other functional theories have
tended to foreground linguistic comparison and typology based on descriptive fragments
from a wide range of languages.

(ii) In terms of description, this book is of course an introduction to a systemic functional
description of the grammar of English — constituting one descriptive strand evolving among
other ones in systemic functional linguistics (cf. Matthiessen, 2007b). This description
may be compared with other descriptions of the grammar of English that have appeared
over the past 500 years or so: see, e.g., Gleason (1965), Michael (1970) and Linn (2006).
These descriptions naturally vary in many ways, e.g. relationship to theory (homogenous or
heterogeneous [ ‘eclectic’]), relationship to corpus (cf. Chapter 2, Section 2.4), relationship
to time (diachronic vs. synchronic, or some kind of synthesis), relationship to dialectal
variation (what varieties of English are included), coverage of phenomena — from grammars
of very selective coverage via grammars with a registerial focus (such as grammars of spoken
English) to reference grammars, and relationship to intended users — ranging from language

7 |t is important to be clear whether technical terms are theoretical or descriptive in nature; theoretical and
descriptive terms are distinguished systematically in Matthiessen, Teruya & Lam (2010).
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learners to professional grammarians. Reference grammars are, in principle, the most
comprehensive descriptions.

In the first half of the twentieth century, there appeared a number of single-authored
reference grammars largely by Danish or Dutch grammarians — the most comprehensive
being Otto Jespersen’s Modern English grammar on historical principles, in seven volumes,
which were published from 1909 to 1949 — completed by Niels Haislund after Jespersen
passed away in 1943 during the Nazi occupation of Denmark. In the second half of the
twentieth century, English-speaking grammarians took over the task of producing reference
grammars, with Jan Svartvik and Stig Johansson representing the Nordic tradition, both
of them making substantial contributions to corpus-based research into English grammar:
Quirk et al. (1972, 1985), Biber et al. (1999) and Huddleston & Pullum (2002). The
description of English grammar presented here is not designed as a reference grammar.
However, unlike the recent reference grammars — or all previous ones for that matter, this
description has been designed as one that can be used in text analysis (cf. Halliday, 1985c)
— a task that imposes quite stringent demands on the description. Since the first edition of
IFG appeared in 1985, researchers have analysed quite a large volume of registerially varied
texts using the description presented here (see e.g. Matthiessen, 2007b: 824-830).
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CHAPTER
TWO

TOWARDS A FUNCTIONAL GRAMMAR

2.1 Towards a grammatical analysis

Let us take a passage of three sentences from the transcript of Nelson Mandela’s
speech and start exploring its lexicogrammar:

Text 2-1: Exploring — passage from Nelson Mandela’s inaugural speech
To my compatriots I have no hesitation in saying that each of us is as intimately attached to
the soil of this beautiful country as are the famous jacaranda trees of Pretoria and the mimosa

trees of the bushveld.

Each time one of us touches the soil of this land, we feel a sense of personal renewal. The

national mood changes as the seasons change.

We are moved by a sense of joy and exhilaration when the grass turns green and the flowers

bloom.

Starting at the lexical end — with the ‘content words’ of the vocabulary —
we find names of entities (persons and things), names of processes (actions,

events, etc.) and names of qualities:

(1) names of entities
(a) common names:
persons
things, concrete, general

things, concrete, specific
things, abstract

(b) proper names:
(2) names of processes
(a) doing & happening

compatriots

soil, country, trees, bushveld, land,
grass, flowers

jacaranda, mimosa

hesitation, sense, renewal, mood,
seasons, joy, exhilaration

Pretoria

touches, change(s), bloom



Towards a grammatical analysis

(b) sensing & saying saying, feel, moved
(c) being & having have, is, are, turns
(3) names of qualities
evaluative beautiful, famous
emotive attached, intimately, personal, national

Here persons and things are named by nouns, qualities by adjectives (one in the form of
an adverb: intimately) and processes by verbs. Verb, noun and adjective are grammatical
classes — classes of word.

Word classes can be viewed ‘from above’ — that is, semantically: verbs typically refer to
processes, nouns to entities and adjectives to qualities (of entities or of processes). They can
also be viewed ‘from round about’, at their own level, in terms of the relations into which
they enter (cf. Halliday, 1963c): paradigmatic relations (the options that are open to them)
and syntagmatic relations (the company they keep). On either of these two axes we can
establish relationships of a lexical kind (collocations and sets) and of a grammatical kind
(structures and systems). Here are some we find construed in this text.

(i) syntagmatic/lexical [collocation]
change ... mood, season
grass ... flower, green
flower ... bloom
move ... sense ... joy, exhilaration
soil ... land, country
tree ... jacaranda, mimosa
say ... hesitation

country ... beautiful

The measure of collocation is the degree to which the probability of a word (lexical
item) increases given the presence of a certain other word (the node) within a specified
range (the span). This can be measured in the corpus. Thus, the word season occurs
1,000 times in the corpus of ten million words: this would give it a certain overall
probability of occurrence. But it might be found that, given the node change and a span
of + 4 (that is, four words on either side), the probability of season occurring went up
by a significant extent. This would mean that, if you hear or read the word change in a
text, you have a heightened expectancy that the word season may be somewhere in the
immediate neighbourhood. It is a significant feature of the meaning of the word season
that it collocates with the word change. Such conditioning effects can, of course, be
measured in both directions: both the increased probability of season in the environment
of change, and the increased probability of change in the environment season.'

1 The effects will be different if the words have notably different overall frequencies in the language: for
example, a rare word jacaranda collocating with a common word tree.
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Collocational patterns of this kind contribute significantly to the unfolding meaning of
a text?,

(i) syntagmatic/grammatical [structure]

the famous jacaranda trees of Pretoria
the mimosa trees of the bushveld
the soil of this beautiful country

The words in these (or any other) sequences can be assigned to grammatical classes. Given
that the is a determiner and of a preposition, in the first example we have determiner
+ adjective + noun + noun + preposition + noun. Such a sequence of classes is called a
syntagm (e.g. Halliday, 1966a). However, this tells us very little about how it is organized
or what it means. The significance of such a syntagm is that here it is the realization of a
structure: an organic configuration of elements, which we can analyse in functional terms.
trees denotes the category of entity being referred to; we designate its function as Thing.
jacaranda denotes the class within this general category; it functions here as Classifier. the
has a pointing out function, known as Deictic: it signals that some particular member(s) of
this class is or are being referred to. famous is one of a special set of adjectives that occur
straight after the Deictic, still contributing to the pointing function; we call these simply
Post-Deictic. We then have to wait until after the Thing to find out which jacaranda trees
are meant: it is those ‘of Pretoria’, with of Pretoria functioning as Qualifier. (We will leave
out the analysis of its own internal structure for the moment.) So we can analyse as:

the famous jacaranda trees of Pretoria

Deictic Post-Deictic Classifier Thing Qualifier

There is a similar structure in the mimosa trees of the bushveld, except that it has no Post-Deictic,
and the Qualifier is ‘common’ not ‘proper’; and the soil of this beautiful country is again comparable
— here there is no Classifier, while, on the other hand, the Qualifier is rather longer (showing that
it can in fact contain a fully expanded nominal group). Each of the three nominal groups has the
same functional outline, the + Thing + Qualifier with of; each happens to contain six words, but,
more relevantly, in Mandela’s speech each one contains (from the first Ictus) three feet:

/] ~the / famous jaca /randa trees of Pre / toria //
// ~the mi / mosa / trees of the / bushveld //
// N the / soil of this / beautiful / country ///

2 The notion of collocation was first introduced by J.R. Firth (1957) (but note Hoey, 2005), and gained wide
acceptance, particularly in work based on corpus analysis, as in the Birmingham tradition, e.g. Sinclair
(1987, 1991), Coulthard (1993), Hoey (2005) and Cheng et al. (2009). For further systemic functional
accounts of collocation, see e.g. Halliday (1966b), Halliday & Hasan (1976: Section 6.4), Benson &
Greaves (1992), Gledhill (2000), Tucker (2007) and Matthiessen (2009b); Matthiessen (1995a) relates
collocational patterns to structural configurations such as Process + Medium, Process + Range, Process +
Degree; Thing + Epithet (for a corpus-based study of Process + Degree, see Matthiessen, 2009b).
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This combination of grammatical (functional) parallelism with phonological (rhythmic)
parallelism foregrounds the grammatical pun in the word attach (be attached to, (1) mental
process ‘love’, (2, 3) ‘be rooted in’ — which then sets one to rethinking (1) in terms of
roots). The analysis points up how the interaction among patterns at different strata plays
a significant part in the construction of meaning.

(iii) paradigmatic/lexical [the lexical set]

Paradigmatically, lexical items function in sets having shared semantic features and common
patterns of collocation. Thus tree, flower, grass share the feature of being generic names of
plants; the corpus might show that they have in common a tendency to collocate with
names of colours, various forms of the item grow, and so on. Such sets are typically fuzzy,
with doubtful or part-time members (for example, bush, blossom).

Word association tests carried out many years ago showed that people associated words
along both axes: if asked what other words sprang to mind when they heard tree they would
come up both with words that were related syntagmatically, like green and grow, and with
words that were related paradigmatically like grass and bush. Of course, many pairs of
words are related in both ways, like tree and branch; they enter into a systemic contrast (a
branch is part of a tree), but they also collocate, as in climbed up the branch of a tree.

Typically, the semantic features that link the members of a lexical set are those of synonymy
or antonymy, hyponymy and meronymy: that is, they are words that are alike or opposed in
meaning, words that are subtypes of the same type (cohyponyms: oak, palm, pine ... as kinds of
tree), or parts of the same whole (comeronyms: branch, root, trunk ... as parts of tree). Thus in
the text by Nelson Mandela, in the environment of irees, jacaranda and mimosa suggest other
flowering varieties of tree (and also resonate with flower); personal and national encompass other
contexts of intermediate scope like regional and familial. Pretoria and the bushveld are parts of
(this beautiful) country — its capital city and its open countryside; and they likewise suggest all
the other parts. joy is related to happiness, gladness and pleasure, and also to its opposites sadness
and distress. These ‘absent’ items do not need to be mentioned; they are part of the meaning
of the items that are there in the text, virtually present once the relevant vectors have been
established. Figure 2-1 illustrates the lexical relations set up within this passage.

national = country = land = soil
T —
personal Pretoria  bushveld /l\
~ tree  flower  grass
compatriots /\
jacaranda mimosa
legend:

= snonyms T antonyms /’\ hyponyms —L—— meronyms

———— complex relationships [here: persons of same country; things that grow in soil; flowering trees]

Fig. 2-1 Some lexical patterns in the Mandela extract (Note shift in sense of land:
(1) = country, (2) = soil)
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(iv) paradigmatic/grammatical [the grammatical system]

As discussed in Chapter 1, grammatical categories are organized in systems. For example,
there is a system of PERSON, based (in English, as in most other languages) on the opposition
of ‘you-&-me’ versus ‘everyone (and perhaps everything) else’, and then on that of ‘you’ as
opposed to ‘me’ (see Figure 2-2):

speaker

speech roles
PERSON
addressee

other roles
Fig. 2-2 The system of PERsON

This intersects with a system of NUMBER, opposing ‘one’ to ‘more than one’ (see Figure 2-3).

singular
NUMBER

plural
Fig. 2-3 The system of NUMBER

The way these two combine varies among different languages; for the version found in
(modern standard) English, see Table 2-1 and, for further detail, Chapter 6.

Table 2-1 Systems of person and numBeR intersected

PERSON: speaker (+) addressee (+) other (+)

NUMBER: (“dst person’) (‘2nd person’) (‘3rd person’)
singular I/me you he/him, she/her; it
plural we/us they/them

‘First person plural’ can mean ‘more than one speaker’, like a congregation in a religious
assembly; more usually it means ‘speaker + other person(s)’. In this case, Mandela is the
only speaker (hence I); but the ‘other persons’ are made explicit as my compatriots, a
semantically complex expression in which the meaning of ‘possessive’ my is defined by (the
com- in) the word compatriots ‘those who belong to the same nation’. Thus my compatriots
means ‘those who belong to the same nation as I do’; these are ‘others’ making up we.
Here another grammatical system intersects (see Figure 2-4), contrasting collective we with
distributive each (one) of us. In the environment of compairiots this means ‘each person
who belongs to the same nation as I do’, and so this system grammaticalizes the opposition
that is lexicalized as national/personal. Thus, through the resources of his lexicogrammar,
Mandela construes each South African as an individual while at the same time linking them
all inclusively with himself and with each other.
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collective

plural

distributive
Fig. 2-4 The system of pPLurRALITY

Mandela is, of course, making a very large number of grammatical choices with every
clause in his text. All of them contribute to the total meaning; certain ones among them
may stand out as creating patterns that resonate strongly with the context of the occasion.
As another example of this, we may note the way in which, in the course of these three
paragraphs, Mandela combines selections in the system of process type in the clause (system
of TRaNSITIVITY; see Chapter 5) with the selections in the system of expansion in the clause
complex (system of LOGICAL-SEMANTIC RELATIONS; see Chapter 7). These can be summarized
in tabular form as shown in Table 2-2.

Table 2-2 Combinations of selections in process type and in expansion in Mandela’s Inaugural

Process type: material

Process type: mental

Expansion

attach (grow in)

attach (love)

as ... as [comparative]

touch

feel

each time [temporal]

change (season)

change (mood)

as [comparative/temporal]

bloom

move

when [temporal]

In the material clauses, the central participant is some part of the environment: trees, soil,
flowers and the abstract seasons. In the mental clauses, it is we/us and the abstract national
mood. The two sets of processes are then linked by a relationship of time or comparison ‘as
the same time as/in the same way as’, with the abstract ones combining these two motifs.
The overall effect of these highly patterned selections from within the grammar is to create
a powerful sense of identity among individual, nation and physical environment, through
a network of semantic relationships that we might represent diagrammatically as in Figure
2-5.

This brief commentary on a few sentences from Nelson Mandela’s speech may serve to
illustrate the lexicogrammar ‘at work’ creating meaning in the form of text (for further
discussion of texts by Mandela, see Martin, 1999). We gain an insight into this process
by placing some features of the wording, both lexical items and grammatical categories,
in their syntagmatic and paradigmatic contexts in the system of the language. As the text
unfolds, patterns emerge, some of which acquire added value through resonating with
other patterns in the text or in the context of situation. The text itself is an instance; the
resonance is possible because behind it lies the potential that informs every choice made by
the speaker or writer, and in terms of which these choices are interpreted by listeners and
readers. We refer to this ongoing creation of meaning in the unfolding of text as logogenesis
(Halliday & Matthiessen, 1999: 18; cf. also Matthiessen, 2002b); this concept will become
salient especially when we come to consider the relationship between different varieties
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people

individual doings

analogies of time,

extent and manner

feelings nation

natural
environment

Fig. 2-5 Semantic relationships in Mandela text construed by grammatical systems

of text (for example, spoken and written) in later sections of the book (for a review, see
Chapter 9, Section 9.1).

2.2 The lexicogrammar cline

We have stressed the unity of lexis and grammar, as the two poles of a single cline, or
continuum; cf. Figure 2-6.

lexicogrammar
(stratum of wording)
grammar <€ > lexis
(closed systems, general (open sets, specific in
in meaning; structure) meaning; collocation)

Fig. 2-6 The lexicogrammar cline

Because the two ends of the continuum are organized differently, when it came to
describing them different techniques evolved: dictionary and thesaurus for lexis (Halliday
et al., 2004: Part one; Landau, 1989: Ch. 2; McArthur, 1986), and the ‘grammar book’
(typically, in the European tradition, syntactic constructions and morphological paradigms)
for the grammar (e.g. Michael, 1970, and Linn, 2006). Either of these techniques may be
extended all the way along the cline — but with diminishing returns: what the dictionary
has to say about ‘grammatical words’ like the and to and if? is not very helpful; and while
we can quite helpfully describe lexical items in terms of systems of features, the level of
generality achieved is low. It is helpful because it shows how, when you choose a word,
you are selecting among certain sets of contrasting features: for example, in Figure 2-7 the
features that are ‘lexicalized’ (realized in words) are those of the degree of forcefulness of
the order, the kind of authority behind it, and the positive or negative loading; lexical verbs

3 i.e. words functioning as the direct realization of terms in grammatical systems.
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Fig. 2-7 Extension of the grammar of transitivity in delicacy towards lexis: a fragment
of the lexicogrammar of the verbal process type (subtype ‘imperating’: see Table 5-25)

differentiated by these systems are given in Table 2-3*. Note that these are not definitive
descriptions of these words; they are introduced here to show the principle of ‘lexis as
delicate grammar’. For other examples, see Hasan (1985a, 1987), Tucker (1998, 2007), and
Halliday & Matthiessen (1999) and cf. Matthiessen (forthc.); and for the complementarity
of grammar and lexis, see Halliday (2008: Chapter 2).

Table 2-3 Some verbs of saying differentiated by the delicate verbal process type systems in Figure 2-7

FORCE AUTHORITY LOADING Process:
neutral (1) neutral (1) neutral (1) tell

toned up (2) neutral (1) neutral (1) order

toned down (3) neutral (1) neutral (1) ask

neutral (1) personal (2) neutral (1) urge

neutral (1) institutional (3) neutral (1) instruct
toned up (2) institutional (3) positive (2) command
toned up (2) personal (2)/institutional (3) | negative (3) forbid

toned down (3) personal (2) neutral (1) implore, beg
toned up (2) institutional (3) positive (3) require

4

To be more precise: these systems differentiate senses of lexical verbs. Such senses are typically given

separate subentries in dictionaries. For example, the relevant sense of tell is ‘order, instruct, or advise’

rather than any of the many other senses of this verb such as ‘narrate or relate (a tale or story)’

frequency lexical items always have more than one sense, typically many. Verb senses are likely to
correspond to different process types or subtypes within one process type (cf. Matthiessen, forthc.).

. High-
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The example we have just given is taken from the lexicogrammar of the clause, more
specifically from the experiential system of PROCESS TYPE (see Chapter 5), which is located
at the grammatical pole of the lexicogrammatical cline: taking one of the terms in this
system, that of ‘verbal’ processes, we have illustrated how to extend the account in delicacy
to the point where we can begin to discern lexical contrasts of the type exemplified in
Table 2-3.

But if grammar and lexis are interpreted as the endpoints of a continuum, what lies
in between them, around the middle? It is here that we locate those items that, on the
paradigmatic axis, enter into series which could be regarded from both angles of vision:
either, in a grammatical perspective, as rather large and fuzzy closed systems or, in a
lexical perspective, as somewhat determinate and limited open sets. This would include, in
English, things like prepositions, temporal and other specialized adverbs, and conjunctions
of various kinds. Since this is a grammar book, we shall be treating these semi-grammatical
patterns grammatically, although there will be space to give them only limited coverage.

But what sort of syntagmatic patterns would we locate around the midpoint of the cline?
These are patterns that lie somewhere in between structures and collocations, having some
of the properties of both (cf. Tucker, 2007). Consider patterns of wording such as the
following:

take + pride/pleasure/delight + in + ... -ing
to make + things/matters + (even +) worse/more ...

waste/squander/spend + time/energy/money + on/in + ...-ing

Patterns of this mixed or intermediate type were brought to attention in the context of
teaching English as a foreign language, notably in the work of A.S. Hornby (e.g. Hornby,
1954); and they have been investigated in linguistics within the framework of construction
grammar (e.g. Kay & Fillmore, 1999; Fillmore, 2002). But it is thanks to the corpus that
they can now be accessed and studied in detail; see especially Hunston & Francis (2000),
also Partington (1998) — note Hunston & Francis’ subtitle ‘[Pattern Grammar:] a corpus-
driven approach to the lexical grammar of English’ (our emphasis).

Patterns of this kind raise two distinct questions (which, however, sometimes get mixed
up): How do we find them? How do we describe them? The answer to the first is provided
by the corpus; patterns of this kind are difficult to retrieve by introspection, which is in
any case unreliable, and require more reading and listening than linguists have usually been
able or willing to devote; but they can be brought into visibility fairly easily by the use of
standard concordancing techniques.

The answer to the second will, of course, depend on the grammatical theory. In systemic
terms they appear as moderately delicate choices in the grammar, typically in transitivity
and its related systems, having complex realizations involving both grammatical and lexical
selections: see Tucker (2007). They are, on the whole, at a greater degree of delicacy
than we shall be dealing with in this book; but several such patterns are brought in to the
discussion (see Chapters 5, 7, 10) in order to show where they are located — their place in
the overall map — and how they are approached from the grammar — how they are theorized
as part of the total system of a language. We shall also see some of the problems they
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present, especially the complex manner in which they may be realized (e.g. a pattern that
is selected as a system of the clause but realized disjointedly throughout an entire clause
complex/nexus).

Hunston & Francis (2000) refer to their object of study as ‘lexical grammar’, suggesting
(appropriately) that these are mixed patterns which they are viewing in a lexical perspective.
Such patterns have also been explored under the heading of ‘phraseology’ (e.g. Greaves,
2009; Cheng et al., 2009), and Tucker (2007) outlines a systemic functional account of this
intermediate region of the lexicogrammatical continuum.

In our grammatical perspective they appear, as we have said, as medium delicacy
grammar — the most delicate grammar being lexis itself. If we maintain the grammarian’s
viewpoint all the way across the cline, lexis will be defined as grammar extended to the
point of maximum delicacy. It would take at least a hundred volumes of the present size to
extend the description of the grammar up to that point for any substantial portion of the
vocabulary of English; and, as we have noted, the returns diminish the farther one proceeds.
Nevertheless, there are certain contexts in which such a systemic interpretation of lexis can
be valuable (cf. Hasan, 1985a, 1987; Tucker, 1998); and even in a general account of the
grammar it is important to maintain a comprehensive picture that will show the relation
between choice of words (lexical items) and choice of grammatical categories — especially
in view of the complementarity between these two (see next section).

2.3 Grammaticalization

Consider a series of expressions:

didn’t succeed ... nowise (or in no way) succeeded ... failed

These all contain a semantic feature ‘negative’; but it is construed in different ways — at
different points along the lexicogrammatical cline. In failed the ‘negative’ is lexicalized; in
didn’t succeed it is grammaticalized; while in nowise succeeded it is semi-grammaticalized
— it is construed somewhere around the mid-point, with nowise occurring in an extended
system including never, at no time/seldom, rarely/hardly ever/nowhere/...

These expressions also contain a semantic feature ‘past time’. But this is grammaticalized
in all three, with the v¢ form (the past tense form) of the verb (failed, succeeded, did; see
Chapter 6).

Imagine a ‘language’ in which all meanings were construed lexically. There would be
different words for every lexical item in every grammatical category; not just positive/
negative, as in succeed/fail, trust/distrust (with words meaning ‘not see’, ‘not go’, ‘not know’,
‘not ...") but also for every tense and person of every verb, singular and plural of every
noun (like person/people), comparison of every adjective (like good/better), and so on. Such
a ‘language’ would need billions of different words; in other words, it would be impossible
— impossible to learn as a system and impossible to process as text, except on so limited a
scale that functionally it would not be a language at all.

It is a necessary condition of language that some meanings should be grammaticalized.
These need not be the same meanings in every language; and in fact they are not — categories
of place, time, size, value, number, sex are quite variable in this respect. In any case there
are, as we have seen, differing degrees of grammaticalization; it is not an all-or-nothing
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phenomenon. Nevertheless, some meanings (polarity is one of the most clear-cut) always
seem to be grammaticalized, and many others are extremely likely to be so.

If a meaning is ‘grammaticalized’, this means that it is organized in the language (i) as
a closed system of mutually exclusive terms, (ii) associated with some general category,
and (iii) displaying proportionality throughout. For example: (i) positive/negative, singular/
plural, past/present/future; (ii) a feature of all clauses, all count nouns, all verbs; (iii)
[clause, ] positive : negative :: [clause,] positive : negative :: [clause,] positive : negative
o ... ; and likewise throughout. These are the three properties — closure, generality and
proportionality — that characterize a grammatical system.

Grammaticalization is not dependent on how the categories are realized. They may be
realized in a variety of ways: a change in the form, articulatory or prosodic, of some word
or words; an addition of some element, to a word, a group or a clause; a change in the order
of words, groups, or clauses. The realization may not be the same for all categories or in
all environments; but it will be systematic in some way in the majority of cases, enough to
establish and maintain the proportionality — with only a minority of ‘exceptions’ (which are
likely to include some of the more frequent items). For example: past tense in English is
usually realized as +(e)d, in so-called ‘weak’ verbs; second, there may be a change of vowel,
in ‘strong’ verbs; some have change of vowel plus final -d/t (e.g. think/thought, do/did, mean/
meant); and a tiny number are lexicalized (am/was, are/were; go/went). The varied nature
of these realizations has no effect on the proportionality, which is exact: the relationship of
‘past’ to ‘present’ remains constant throughout.®

A systemic grammar is one that is organized around this concept of grammaticalization,
whereby meaning is construed in networks of interrelated contrasts.® The term
‘grammaticalization’ itself, however, is problematic; it foregrounds the sense of ‘process’
— something being turned into a grammatical system, and this obscures the point that it
is the inherent nature of language to be organized in grammatical systems. Nevertheless,
we can recognize grammaticalization as a process taking place in time — in fact, in three
distinct dimensions of time (Halliday & Matthiessen, 1999: 17-18). (i) We can see it in
ontogenetic time when we observe children’s early language development, which is built
around the creation of proto-grammatical and then grammatical systems (Halliday, 1975,
2004). (ii) We cannot observe it directly in phylogenetic time, the evolution of human
language; but we can track examples in the history of particular languages (for example,
secondary tenses and the passive voice in English; see Chapter 6; Strang, 1970). (iii) We
can see it in logogenetic time, the unfolding of discourse, when a passage of some extent — a
clause or more - is recapitulated in a single word or group (see Chapter 10). So when we
talk of the ‘system’ of language, as the underlying potential that is instantiated in the form

5 This does not mean that the meaning of each category remains constant across all grammatical
environments. We shall see in Chapter 5, for example, that the meaning of present tense differs between
material and mental processes. But this has nothing to do with how the tenses are realized.

6 We use ‘contrast’ rather than the Saussurean term ‘opposition’ simply because the latter suggests that
all contrasts are binary. Reducing systems of more than two terms to sets of binary oppositions, which
is always possible as a formal operation, can be arbitrary and misleading semantically. For example,
the English tense system past/present/future patterns in some respects as past/non-past, in some as
present/non-present and in some as future/non-future (but in most respects as a system of three terms).
Any form of binary representation of such a three-term system is equally arbitrary.
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of text, we are in effect theorizing a language as the outcome of ongoing grammaticalization
in all these three dimensions of time.

The evidence that we use for theorizing in this way is, of course, obtained from what
people say and write — in other words, from text. This is where the corpus (cf. Chapter 1,
Section 1.4.2) comes in.

2.4 Grammar and the corpus

The corpus was originally conceived as a tool for the study of grammar: Quirk referred to
his Survey as ‘an NED of English usage’, and it played a fundamental part in the preparation
of A comprehensive grammar of the English language (Quirk, Greenbaum, Leech & Svartvik,
1985). But as it evolved into its present computerized form, the corpus was taken over by
lexicologists (particularly lexicographers), and it is still thought of mainly in this connection
today’ although the recent Longman grammar of spoken and written English, developed by
D. Biber et al. (1999), is a corpus-based grammar.

It is much easier, if one is using automated techniques, to retrieve lexical information
than to retrieve grammatical information (cf. Halliday, 2002a). The data are stored in
orthographic form, using standard spelling and punctuation: if the text originated in writing,
it is stored exactly in the original form (at first keyed in on a word processor, subsequently
either scanned or obtained already in electronic form); if the text was originally spoken,
it is transcribed (and often normalized) according to the same orthographic conventions.

The most readily accessible element is the (orthographic) word: a string of letters bounded
by spaces, or rather by some combination of space and punctuation mark (cf. Chapter 1,
Section 1.1.2). Not only can words be immediately identified; they can also be organized
into an existing conventional sequence, that of ‘alphabetical order’. Tokens of the same
type (that is, instances of the same sequence of letters) can then be counted, and the types
(words) can be ranged in order of their frequency of occurrence. It is not difficult to pick
out instances of text in which a given word occurs and to display these in the form of a
concordance, showing their collocations on either side; the collocations can then be treated
as single items and investigated quantitatively in their turn. All this information feeds in to
the making of a dictionary.

It is much harder to retrieve information about the grammar. The orthography does not
show any higher units than the word — or rather, it does, by virtue of punctuation; but these
as we have seen are graphological units that do not reliably correspond with units in the
grammar (cf. the methodology outlined in Halliday & James, 1993). Nor does it show word
classes; still less does it give any indication of the structure of groups, phrases or clauses®. It
has taken a long time to develop ‘taggers’ (systems for marking word classes) and ‘parsers’
(systems for analysing the structure of higher units) to a degree of accuracy enough to make
them into viable tools for research. Even now we are still some way away from being able

7 And it has supported lexical approaches to, and conceptions of, grammar (cf. Hoey, 2005).

& There are of course some corpora of English that have been tagged for word classes, and even parsed.
For example, the excellent web-based interface of COCA, a corpus of contemporary American English (see
Footnote 11 below), enables users to specify searches in terms of strings enhanced with word class
specifications, lexical items (lemmas), and so on.
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to input a text in orthographic form and come out with a description of its grammar —
particularly, a rich systemic and functional description (cf. O’Donnell & Bateman, 2005).

How then do we use the corpus as a tool for grammatical research? If we want to draw
on the full potential of the corpus, we have to deploy computational tools to explore the
corpus (see Teich, 2009; Wu, 2009). These tools are both enabling and constraining. They
are enabling because they make it possible to process much greater volumes of text than is
possible by hand, allowing us to see features of language that were previously hidden from
view. They are constraining because the kind of analysis they can perform automatically
is still a long way away from being as informative and rich as manual analysis. We can
characterize the current ability of automatic analysis in terms of the semiotic dimensions
of organization introduced in Chapter 1 (see Table 1-3, Figure 1-6). Broadly speaking,
automatic analysis gets harder the higher up we move along the hierarchy of stratification:
it can handle any patterns that are stated in terms of orthographic words and it can handle
certain low-ranking patterns within lexicogrammar, but is not able to handle full-fledged
systemic functional analysis of clauses, and semantic analysis is also beyond its reach®. In
lexicogrammatical analysis, it is thus possible to automate the identification of classes of
words (handled by (word class) taggers) and grammatical structure stated in terms of classes
of words and groups/phrases (syntagms, handled by (formal) parsers); but analysis involving
function structures and systemic features is much harder to automate for a free flow of text
(cf. O’Donnell, 1994; Teich, 2009). So we have a trade-off between volume of analysis and
richness of analysis: low-level analysis can be automated to handle large volumes of text,
but high-level analysis has to be carried out by hand for small samples of text.

To address the current situation, we have adopted a two-pronged approach where we use
certain computational concordancing tools to look for low-level patterns in large corpora
and a computational database system to record and interpret our manual analysis of higher-
level patterns in small samples of text: see Table 2-4'°. The kinds of tools we have used in
preparing this book are shown in bold italics; they were developed by Wu Canzhong and
Christian Matthiessen (see Wu, 2000, 2009).

The concordancing tools have been applied to various corpora and the database system,
SysFan, has been used to analyse texts from an archive of texts that we have selected from
a range of different sources: see Table 2-5."" The difference between a corpus and a text
archive is not a sharp one; but the general principle is that a corpus represents a systematic
sample of text according to clearly stated criteria whereas a text archive is assembled in a

¢ We are talking about computational systems designed to process a free flow of text. It is always possible to
build systems capable of handling short, registerially constrained texts.

10 There are now various initiatives to provide non-commercial tools and resources for the research community,
e.g. http://www.clarin.eu/vlo/ and Mick O’Donnell’s UAM tools (http://www.wagsoft.com/CorpusTool/)
developed for and used by the community of systemic functional researchers.

11 Information about corpora can be accessed through the Linguistic Data Consortium (LDC), the University
of Pennsylvania: http://www.ldc.upenn.edu/. The Corpus of Contemporary American English (COCA), at
Brigham Young University, comes with a very user-friendly and powerful interface for corpus-searchers:
http://corpus.byu.edu/coca/ Corpora of professional texts in different areas are available for free, with a
web-based search engine at the PolyU Language Bank: http://langbank.engl.polyu.edu.hk/indexl.html (cf.
Greaves, 2009). For an overview of corpora of English, see McEnery & Gabrielatos (2006).

70


http://www.clarin.eu/vlo/
http://www.wagsoft.com/CorpusTool/
http://www.ldc.upenn.edu/
http://www.corpus.byu.edu/coca/
http://www.langbank.engl.polyu.edu.hk/indexl.html

Grammar and the corpus

Table 2-4 Tools for automatic and manual analysis of texts and corpuses

Highest rank | Highest axis of

COBUILD tools

MonoConc, WordSmith, ConcGram
[Greaves, 2009], SysConc [Wu, 2000],

of analysis: | analysis: Automatic analysis Manual analysis
Clause paradigmatic + SysFan [Wu, 2000]; WAG Coder
syntagmatic [0'Donnell, 1994]; UAM CorpusTool
[0'Donnell, 2011]
syntagmatic only: Functional Grammar Processor
function structure [Webster, 1993]; Systemics [Kay
0’Halloran & Kevin Judd]
syntagmatic: Standard parsers, e.g. Helsinki
syntagm functional dependency parser
Word Taggers; concordancing programs, e.g.

more opportunistic fashion; thus given such criteria, a corpus can be extracted from a text
archive — see Matthiessen (2006a).

The corpora listed in Table 2-5 differ in registerial composition. Some are corpora of spoken
English, some of written English. The traditional one-million word corpora of written English,
starting with the Brown corpus, are composed of samples from fifteen very broad categories,
each of which is further classified into two to six subcategories. These categories are close to
folk categories of genres, categories such as ‘press’, ‘learned’ and ‘fiction’. When we review

Table 2-5 Corpuses and text archive used for description and exemplification in IFG

Size: #

words Corpus (explicit criteria) Text archive (opportunistic sample)

>50m. | COBUILD corpus of spoken and written British,
American, Australian English (c. 60 m. out of 330 m.
words); COCA (450 m. word corpus of contemporary
spoken and written American English)

c.lm. ACE corpus of written Australian English (1 m. words) | Archive of written and spoken British, American,
Brown corpus of written American English (1 m. words) | Australian English texts (c. 850 K words) [referred
LOB corpus of written British English (1 m. words) to as Text 1, Text 2, etc.] - manual analysis of
Kolhapur corpus of written Indian English (1 m. words) | various samples

¢. 500 K | London-Lund corpus of spoken British English Archive of screenplays (c. 450 K words)
(c. 500 K words)

<250 K | UTS/Macquarie corpus of spoken Australian English Archive of Larry King interviews (c. 70 K words)
(subpart used: c. 250 K words)
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these categories in terms of field, tenor and mode (see Chapter 1, Section 1.4.1), we find
that there are considerable gaps in the sampling of texts and also skews; for example, texts
operating in ‘recreating’ contexts seem over-represented (categories K, L, M, N and P in the
Brown corpus). In the first corpus-based reference grammar with quantitative information,
Biber et al. (1999), the authors give counts for grammatical features investigated in texts
from four ‘primary registers’, viz. conversation, fiction, news, and academic prose. These
are very broad, and each covers a considerable degree of registerial variation — variation that
is lexicogrammatically quite significant, but which only becomes visible when we increase
the delicacy in our differentiation of registers, using the field, tenor and mode variables. In
work on compiling corpora, there is now a tendency to work towards samples of what Gu
(1999) calls ‘situated discourse’, making it possible to study language ‘at work’ in well-defined
contexts. A good example of a corpus of situated discourse is the extensive sample of texts
for sociolinguistic research collected by the Language in the Workplace Project led by Janet
Holmes (e.g. Holmes, 2000); another is MICASE, the Michigan Corpus of Academic Spoken
English. In our view, compiling a corpus of situated discourse means using field, tenor and
mode to define ‘ecological’ criteria for sampling text in context. While there is as yet no
large-scale general corpus of English, a considerable number of ‘situated discourses’ have been
analysed lexicogrammatically based on the description presented in the successive editions
of IFG, and this research informs the current version of the description. To give a sense of
the grammar ‘at work’, we present short texts or text extracts in each chapter categorized
according to field and mode: see Chapter 1, Table 1-8.

Corpora thus differ in registerial composition, but they also differ in terms of dialectal
composition. As can be seen from the corpora listed in Table 2-5, we have drawn on corpora
from different ‘dialectal’ varieties of English — British English, American English, Australian
English and Indian English; and, in addition, we have included text examples from South African
English and Nigerian English. Naturally, there are other varieties of English; and different
varieties of the language play different roles, with different registerial ranges, and have different
statuses in the communities that they are spoken in (see e.g. Kachru, Kachru & Nelson, 2006;
Schneider, 2007; Kortmann et al., 2004). In the account of English presented here, the focus
is not on distinctive features characteristic of different varieties but rather on features that are
common across many varieties. At the same time, there are certainly interesting features found
in particular varieties that are not covered in the current description. For example:

Yorkshire English:

Nobbut t'fireless arth an tgeeable end/Mark t'spot weear t’ Carter family could mend, /An mek onny ilk o’
cart. [From Halliday, 2003/2006]

Singaporean English:

Because she wants to sing mah. So she want to use, she want to join to sing, so we just groom her lor. [From
Leimgruber, 2011]

Indian English:
They’d come in a bus, isn't it? [ICE-India]

Thus varieties of English differ with respect to the realizational resources they deploy to
realize features within the interpersonal grammar of MooD. Where standard British, American
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and Australian English use a particular construction of mood tagging (‘tag questions’) with
variable copies of the Mood element of the clause (see Chapter 4), Indian English uses a
generalized tag isn’t it, and Singaporean English uses clause-final interpersonal particles,
drawn from southern dialects of Chinese.

In general, like any other language, English needs to be interpreted and described as an
assemblage of varieties — varieties that are differentiated along different dimensions, with fuzzy
boundaries. Thus, English is subject to dialectal, codal and registerial variation, each type of
variation having a different locus within the strata of the language and covering a different
range along the cline of instantiation: see Halliday (1994) and Matthiessen (2007a: 538-540).

Using the framework originally proposed by Bateman et al. (1991), we can represent such
variation as an inherent property of lexicogrammatical system networks (for a more detailed
account, see Bateman, Matthiessen & Zeng, 1999; for the application to register variation,
see Matthiessen, 1993b; for examples in comparative and typological descriptions, see
Teruya et al., 2007; Matthiessen, Teruya & Wu, 2008). In this framework, systemic and
structural specifications that are common across the varieties covered by the description
are represented as in system networks in general, but specifications that apply only to one
or a subset of these varieties are represented as partitions within the system network. Such
partitions are conditioned by the variety or varieties that they are valid for.

For example, ‘tagged’ clauses are realized in most standard varieties of English by a Mood
tag consisting of Finite A~ Subject, where the Finite is a copy of the Finite of the Mood
element and the Subject is a (pronominal) copy of the Subject of the Mood element (see
e.g. Chapter 4, Figure 4-6). In a description covering different varieties of English, this
realization statement would be represented in a partition specific to (say) British, American,
Australian and New Zealand English. The generalized Mood tag, Finite = isn’t A~ Subject
= it, would be represented in a partition specific to Indian English (as would innit? in an
account of certain varieties of English in London). Such partitions are concerned with
structural variation in the realizations of the same systemic option of ‘tagged’. In addition
to such structural partitions representing differences in realizations of the same systemic
option across varieties of English, systemic partitions are also possible. In a description
covering Australian English, there would be a systemic partition representing the option
of tagging ‘yes/no interrogative’ clauses in addition to ‘declarative’ and ‘imperative’ ones
(e.g. Were you in England, were you?; Did Jane used to be a really close friend of hers, did
she?). In an account covering (colloquial) Singaporean English, there would probably be a
partition representing the mood potential for interactive stances realized by the different
interpersonal particles of this variety of English.

Variation in lexicogrammar across varieties of English is, of course, not only qualitative
but also quantitative; the system of lexicogrammar is probabilistic in nature (cf. Chapter 1,
Section 1.3.2; see Halliday, 1991, in relation to the corpus), and probabilities vary across
varieties of English — dialectal, codal and registerial varieties (see e.g. Tottie & Hoffmann,
2006, on the significantly higher frequency of tags in British English than in American
English, and Hoffman, 2006, on the gradual increase in frequency from early to late
Modern English based on a corpus of plays). If we include probabilistic information in the
description of the lexicogrammar, we also pave the way for interpreting the system as one
that is always in the process of becoming, not one that is in a frozen state of being: the
evolution of language involves gradual changes in probabilities, over long periods of time
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(see e.g. Ellegird, 1953) but also over much shorter periods. We have used samples of
English typically taken from the mid-twentieth century onwards, but during this period,
there have certainly been changes in the system that are reflected as changes in relative
frequencies in text (see e.g. Mair & Leech, 2006).

2.5 Classes and functions

What grammarians do, as we have been suggesting in these first two chapters, is to construct
an abstract model of the system of language, based on observation of language instantiated
in use. The computerized corpus has made this evidence available in sufficient quantity for
the first time. But the relation between what we observe on the screen (or take in in any
other form, as written or spoken discourse) and the abstract categories that we construct
in order to explain how the language works — how people exchange meanings discursively
in real-life situations — is extremely complex and indirect. We have tried to set out the
grammarian’s resources for doing this, the list of abstract tools we use to think with, in the
course of these two chapters.

At the end of this chapter we will enlarge one of the cells of our linguistic map in Table
2-9 to display a metafunction-rank matrix for English grammar (cf. also Figure 1-16 in
Chapter 1). Let us now move on to that bit of the territory and zero in to the clause. The
clause, as we said, is the mainspring of grammatical energy; it is the unit where meanings of
different kinds, experiential, interpersonal and textual, are integrated into a single syntagm.
Chapters 3 to 5 will be exploring these three facets of the clause in turn.

Two concepts that we need to invoke from the start are those of grammatical class and
grammatical function.

A class is a set of items that are in some respect alike (cf. Halliday, 1963c). The most
familiar, in our traditional grammar, are classes of words: verb, noun, adjective, adverb,
pronoun, preposition, conjunction (and sometimes also interjection), in the usual list. But
every unit can be classified: there are classes of group and phrase, classes of clause, and, at
the other end of the rank scale, classes of morpheme.

Word classes were traditionally called ‘parts of speech’, through mistranslation of the
Greek term meroi logou, which actually meant ‘parts of a sentence’. These began, with the
Sophists, as functional concepts, rather close to the Theme and Rheme of Chapter 3; but
they were progressively elaborated into, and replaced by, a scheme of word classes, defined
by the kinds of inflexion that different words underwent in Greek (and which were largely
paralleled in Latin; see Robins, 1966, for an account of the development of the account of
word classes in the European tradition): see Table 2-6.

Table 2-6 Classical definitions of word classes

Inflection for: (defines) | Word classes:
number, case noun

number, case, gender adjective
tense, person verb

(none) (other words)
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This could have been carried further, to take account of inflexion for voice and aspect in
verbs, and for comparison in adjectives and adverbs. But the criterion of inflexion will not
serve all relevant word classes, even in a highly inflected language such as Greek or Latin;
and in languages with little or no inflexion, such as English or Chinese, other principles
have to be invoked. These may be either grammatical or semantic, or some combination
of the two.

There are many ways in which one word may be like another, and the resultant groupings
do not always coincide; a word will typically be like one word in one respect and like
a different word in another. For example, upper and lower (which may have the same
function, as in upper case and lower case) both belong to the class of adjective; but lower is a
comparative adjective, contrasting with low, whereas upper is not — we cannot say this roof
is upper than that one. In this respect, lower is like higher; but lower is also a verb, whereas
higher is not — we cannot say that roof needs highering. Sometimes rather clear and definite
criteria do present themselves, like grammatical inflexions with fairly consistent meanings;
but often they do not, and in such instances the criteria on which classes are defined tend
to be rather mixed, and membership of the classes rather indeterminate, with some items
clearly belonging and others whose status is doubtful.

Consider for example the class of ‘noun’ in English. A general definition would involve
both grammatical and semantic considerations, with some of the grammatical features
having an overt manifestation and others not:

(semantic:) expresses a person, other being, inanimate object or abstraction, bounded or unbounded,
etc.

(grammatical:) is either count or mass; if count, may be either singular or plural, plural usually inflected
with -s; can be made possessive, adding -’s/-s’; can take the in front; can be Subject in a
clause, etc.

When we say that something is a noun, in English, we mean that it displays these
characteristics, or most of them, in common with some (but not all) other words in the
language.

The word classes that we shall need to recognize in English are shown in Figure 2-8.

common
noun < proper

pronoun

. adjective
nominal

numeral
determiner

lexical

verb <auxiliary

word verbal < finite (temporal, modal)

preposition

adverb binder
structural
adverbial < o conjunct|ve< <Ilnker
COn]unCt|0n< cohesive (linker)

continuative

Fig. 2-8 Word classes recognized in a functional grammar of English
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We shall also refer to three classes of group: verbal group, nominal group, adverbial group
(also preposition group and conjunction group); and to one class of phrase: prepositional
phrase. These will be clarified in the course of discussion (see Chapter 6); but we shall
assume that the traditional word classes are reasonably familiar (cf. Coffin, Donohue &
North, 2009). We shall not need to discuss clause classes explicitly, although they are in
fact present as part of the overall description, as in the distinction between major and minor
clauses and within major clauses between free and bound clauses.

The class of an item indicates in a general way its potential range of grammatical functions.
Hence words can be assigned to classes in a dictionary, as part of their decontextualized
definition. But the class label does not show what part the item is playing in any actual
structure. For that we have to indicate its function. The functional categories provide an
interpretation of grammatical structure in terms of the overall meaning potential of the
language. For example, see Figure 2.9.

our daily deeds as ordinary South | must produce an actual South African reality
Africans that ... for a glorious life for all
[function] Actor Process Goal
[class] nominal group verbal group nominal group

Fig. 2-9 Function structure of clause with syntagm of classes realizing functions

The functional labels could be further elaborated to show what kind of Process, what
kind of Goal, etc.; but this is not necessary to the description because these more delicate
functions can be derived from the systemic analysis, which shows the features selected by
any particular clause (in this case, see Chapter 5). An extended example of correspondences
between classes and functions is given in Figure 2-10 below.

Note, however, that most elements of a clausal structure have more than one function in
the clause.!? This is where the concept of metafunction comes into play. We presented this
in outline in Chapter 1; we will now explore its significance for the grammar by reference
to one of the most familiar, and also most problematic, functional concepts in the Western
grammatical tradition — that of Subject. This will then open the way into the metafunctional
analysis of the English clause.

2.6 Subject, Actor, Theme

One of the concepts that are basic to the Western tradition of grammatical analysis is that
of Subject. Since this is a familiar term, let us take it as the starting point for investigating
the functions in an English clause.

Consider the clause:

the duke gave my aunt this teapot

12 The boundaries of the functional elements may not exactly coincide, for reasons that will emerge in
Chapters 3 to 5.
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In accordance with the syntactic principles established by medieval grammarians, which
were themselves based on the grammarians of ancient Greece and Rome, each clause
contains one element which can be identified as its Subject (see e.g. Covington, 1984;
Seuren, 1998: 34-37); and in this instance, the Subject would be the duke.

Here are some other clauses with the Subject shown in italic:

Oh, I'm just starving and all [you'll feed me]| is something rotten, or something [I hate]] . I hate lasagne and I
don’t want rotten carrots — I only want salted carrots. [Text 76]

I wasn’t making a cubby house; that wasn’t a cubby house. — What were you making with it, then? [Text 76]
Adam, do you like red or white? — I would like red but only if you're opening it. [UTS/Macquarie Corpus]

[S04:] That's [ how my nan used to do them in Manchester]| - parboil them. — [S02:] What parboil them? —
[SO04:] Yeah. - [SO1:] Did she? — [S04:] Yeah. [UTS/Macquarie Corpus]

They fit me. — Do they? — They will. [UTS/Macquarie Corpus]

The thought occurred to me on Air Force One a few weeks ago Il when I was escorted into President Clinton’s
cabin for a farewell interview. [Text 110]

Guinness's entertaining memoir, “Blessings in Disguise,” <<published in 1985, >> told more about the talented
and eccentric people [[he knew]| than about himself. He was seldom recognized in public. In one of the
stories [[ e told about himself]], Guinness checks his hat and coat at a restaurant Il and asks for a claim ticket.
“It will not be necessary,” Il the attendant smiles. Pleased at [[being recognized]], | Guinness later retrieves

his garments, Il puts his hand in the coat pocket Il and finds a slip of paper [Jon which is written, “Bald with
glasses.” ]| [Text 90]

It is possible to conclude from these examples that ‘Subject’ is the label for a grammatical
function of some kind (subject being the Latin translation of a word in Greek, hypokeimenon,
used as a grammatical term by Aristotle in the sense of ‘that which is laid down, or posited”).
There seems to be something in common, as regards their status in the clause, to all the
elements we have labelled in this way. But it is not so easy to say exactly what this is; and
it is difficult to find in the grammatical tradition a definitive account of what the role of
Subject means (cf. Halliday, 1984b, on the ineffability of the category of Subject).

Instead, various interpretations have grown up around the Subject notion, ascribing to it a
number of rather different functions . These resolve themselves into three broad definitions,
which can be summarized as follows:

(i) that which is the concern of the message

(ii) that of which something is being predicated (i.e. on which rests the truth of the
argument)

(iii) the doer of the action.

These three definitions are obviously not synonymous; they are defining different concepts.
So the question that arises is, is it possible for the category of ‘Subject’ to embrace all these
different meanings at one and the same time?

In the duke gave my aunt this teapot, it is reasonable to claim that the nominal group the
duke is, in fact, the Subject in all these three senses. It represents the person with whom
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the message is concerned; the truth or falsehood of the statement is vested in him; and he
is represented as having performed the action of giving.

If all clauses were like this one in having one element serving all three functions, there
would be no problem in identifying and explaining the Subject. We could use the term
to refer to the sum of these three definitions, and assign the label to whichever element
fulfilled all the functions in question. But this assumes that in every clause there is just one
element in which all three functions are combined; and this is not the case. Many clauses
contain no such element that embodies all three. For example, suppose we say

this teapot my aunt was given by the duke

— which constituent is now to be identified as the Subject?

There is no longer any one obvious answer. What has happened in this instance is that the
different functions making up the traditional concept of Subject have been split up among
three different constituents of the clause. The duke is still represented as the doer of the
deed; but the message is now a message concerning the teapot, and its claim for truth is
represented as being vested in my aunt.

When these different functions came to be recognized by grammarians as distinct, they
were first labelled as if they were three different kinds of Subject. It was still implied that
there was some sort of a superordinate concept covering all three, a general notion of
Subject of which they were specific varieties.

The terms that came to be used in the second half of the nineteenth century, when
there was a renewal of interest in grammatical theory (see Seuren, 1998: 120-133, on the
subject—predicate debate that lasted from the nineteenth century until the 1930s), were
‘psychological Subject’, ‘grammatical Subject’, and ‘logical Subject’.

(i) Psychological Subject meant ‘that which is the concern of the message’. It was
called ‘psychological’ because it was what the speaker had in his mind to start
with, when embarking on the production of the clause.

(ii) Grammatical Subject meant ‘that of which something is predicated’. It was called
‘erammatical’ because at the time the construction of Subject and Predicate was
thought of as a purely formal grammatical relationship; it was seen to determine
various other grammatical features, such as the case of the noun or pronoun that
was functioning as Subject, and its concord of person and number with the verb,
but it was not thought to express any particular meaning.

(iii) Logical Subject meant ‘doer of the action’. It was called ‘logical’ in the sense this
term had had from the seventeenth century, that of ‘having to do with relations
between things’, as opposed to ‘grammatical’ relations, which were relations
between symbols.

In the first example, all these three functions are conflated, or ‘mapped’ on to one another,
as shown in Figure 2-11.
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the duke gave my aunt this teapot

psychological Subject
grammatical Subject
logical Subject

Fig. 2-11 Same item functioning as psychological, grammatical and logical Subject

In the second example, on the other hand, all three are separated (Figure 2-12). In this
teapot my aunt was given by the duke, the psychological Subject is this teapot. That is to say,
it is ‘this teapot’ that is the concern of the message — that the speaker has taken as the point
of embarkation of the clause. But the grammatical Subject is my aunt: ‘my aunt’ is the one
of whom the statement is predicated — in respect of whom the clause is claimed to be valid,
and therefore can be argued about as true or false. Only the logical Subject is still the duke:
‘the duke’ is the doer of the deed — the one who is said to have carried out the process that
the clause represents.

this teapot my aunt was given by the duke

psychological Subject grammatical Subject logical Subject

Fig. 2-12 Psychological, grammatical and logical Subject realized by different items

As long as we concern ourselves only with idealized clause patterns like John runs or
the boy threw the ball, we can operate with the label Subject as if it referred to a single
undifferentiated concept. In clauses of this type, the functions of psychological, grammatical
and logical Subject all coincide. In the boy threw the ball, the boy would still be Subject
no matter which of the three definitions we were using, like the duke in the first of our
examples above.

But as soon as we take account of natural living language, and of the kinds of variation
that occur in it, in which the order of elements can vary, passives can occur as well as
actives, and so on, it is no longer possible to base an analysis on the assumption that these
three concepts are merely different aspects of one and the same general notion. They have
to be interpreted as what they really are — three separate and distinct functions. There is no
such thing as a general concept of ‘Subject’ of which these are different varieties. They are
not three kinds of anything; they are three quite different things. In order to take account
of this, we will replace the earlier labels by separate ones that relate more specifically to
the functions concerned:

psychological Subject: Theme
grammatical Subject: Subject

logical Subject: Actor

We can now relabel Figure 2-12 as in Figure 2-13.
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this teapot my aunt was given by the duke
Theme Subject Actor

Fig. 2-13 Theme, Subject and Actor

In the duke gave my aunt this teapot, the roles of Theme, Subject and Actor are all
combined in the one element the duke. In this teapot my aunt was given by the duke, all
three are separated. All the additional combinations are also possible: any two roles may be
conflated, with the third kept separate. For example, if we keep the duke as Actor, we can
have Theme = Subject with Actor separate, as in Figure 2-14.

(a)

my aunt was given this teapot by the duke
Theme Actor
Subject
(b)
this teapot the duke gave to my aunt
Theme Subject

Actor
()
by the duke my aunt was given this teapot
Theme Subject
Actor

Fig. 2-14 Different conflations of Subject, Actor and Theme

In any interpretation of the grammar of English we need to take note of all these possible
forms, explaining how and why they differ. They are all, subtly but significantly, different
in meaning; at the same time they are all related, and related in a systematic way. Any
comparable set of clauses in English would make up a similar paradigm. Often, of course,
there are not three distinct elements that could carry the functions of Theme, Subject and
Actor, but only two, as in Figure 2-15.
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. . TOWARDS A FUNCTIONAL GRAMMAR

(a)

I caught the first ball
Theme
Subject
Actor
(b)
I was beaten by the second
Theme Actor
Subject
()
the third I stopped
Theme Subject
Actor
(d)
by the fourth I was knocked out
Theme Subject
Actor

Fig. 2-15 Narrative embodying different conflations of Subject, Actor and Theme

Note how the series of clauses in (a)-(d) forms an entirely natural sequence such as a
speaker might use in a personal narrative of this kind.

And often no variation at all is possible, if there is only one element that can have these
functions; for example I ran away, where [ is inevitably Theme, Subject and Actor. (Even
here there is a possibility of thematic variation, as in run away I did or the one who ran away
was me; see Chapter 3 below.) On the other hand, while explaining all these variants, we
also have to explain the fact that the typical, unmarked form, in an English declarative
(statement-type) clause, is the one in which Theme, Subject and Actor are conflated into
a single element. That is the form we tend to use if there is no prior context leading up to
it, and no positive reason for choosing anything else.

2.7 Three lines of meaning in the clause

What is the significance of there being these three distinct functions in the clause, Subject,
Actor and Theme?
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Each of the three forms part of a different functional configuration, making up a separate
strand in the overall meaning of the clause. As a working approximation, we can define these
different strands of meaning as follows (based on the notion of metafunction, introduced
in Chapter 1, Section 1.3.5):

(i) The Theme functions in the structure of the clause as a message. A clause has
meaning as a message, a quantum of information; the Theme is the point of
departure for the message. It is the element the speaker selects for ‘grounding’
what he is going on to say.

(ii) The Subject functions in the structure of the clause as an exchange. A clause has
meaning as an exchange, a transaction between speaker and listener; the Subject
is the warranty of the exchange. It is the element the speaker makes responsible
for the validity of what he is saying.

(iii) The Actor functions in the structure of the clause as representation. A clause
has meaning as a representation of some process in ongoing human experience;
the Actor is the active participant in that process. It is the element the speaker
portrays as the one that does the deed.

These three headings — clause as a message, clause as an exchange, and clause as a
representation — refer to three distinct kinds of meaning that are embodied in the structure
of a clause. Each of these three strands of meaning is construed by configurations of certain
particular functions. Theme, Subject and Actor do not occur as isolates; each occurs
in association with other functions from the same strand of meaning. We have not yet
introduced these other functions; they will be presented in Chapters 3 to 5 and we have
summarized the most important functions in each metafunctional configuration in Table
2-7. But one example was given in Figure 2-9 above: that of Actor + Process + Goal. A
configuration of this kind is what is referred to in functional grammars as a structure (as
opposed to a syntagm of classes: see Halliday, 1966a, Section 2.1 above, and Chapter 1,
Section 1.3.1).

Table 2-7 Three lines of meaning in the clause

Metafunction Clause as ... System Structure

textual message THEME Theme A Rheme

interpersonal exchange M0OD Mood [Subject + Finite] + Residue [Predicator
(+ Complement) (+ Adjunct)]

experiential representation TRANSITIVITY process + participant(s) (+ circumstances), e.g. Process
+ Actor + Goal

The significance of any functional label lies in its relationship to the other functions with
which it is structurally associated. It is the structure as a whole, the total configuration of
functions, that construes, or realizes, the meaning. The function Actor, for example, is
interpretable only in its relation to other functions of the same kind — other representational
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functions such as Process and Goal. So, if we interpret the nominal group I as Actor in
I caught the first ball, this is meaningful only because at the same time we interpret the
verbal group caught as Process and the nominal group the first ball as Goal. It is the relation
among all these that constitutes the structure. In similar fashion, the Subject enters into
configurations with other functional elements as realization of the clause as exchange; and
likewise the Theme, in realizing the clause as message.

By separating out the functions of Theme, Subject, and Actor, we have been able to show
that the clause is a composite entity. It is constituted not of one dimension of structure
but of three, and each of the three construes a distinctive meaning. We have labelled these
‘clause as message’, ‘clause as exchange’ and ‘clause as representation’. In fact, the three-fold
pattern of meaning is not simply characteristic of the clause; these three kinds of meaning
run throughout the whole of language, and in a fundamental respect they determine the
way that language has evolved. They are referred to in systemic accounts of grammar as
metafunctions (see Chapter 1, Section 1.3.5), and the concept of ‘metafunction’ is one of
the basic concepts around which the theory is constructed.

We shall not pursue the concept of metafunction in further detail at this stage; rather,
it will be built up step by step throughout the book. But there is one thing to be said here
about how the metafunctions relate to constituent structure, because this will arise as soon
as we begin to consider the various specific dimensions of meaning in the clause. So far, we
have referred to constituent structure as if it was something uniform and homogeneous (as
in Chapter 1, Section 1.1.3); but as we embark on the detailed analysis of clause structures
this picture will need to be modified. The model of constituent structure that we presented
— the rank scale — is the prototype to which all three metafunctions can be referred. But
the actual forms of structural organization depart from this prototype, each of them in
different ways.

(1) The general principle of exhaustiveness means that everything in the wording has
some function at every rank (cf. Halliday, 1961, 1966¢). But not everything has
a function in every dimension of structure; for example, some parts of the clause
(e.g. interpersonal Adjuncts such as perhaps and textual Adjuncts such as however,
as in Figure 2-10) play no role in the clause as representation.

(2) The general principle of hierarchy means that an element of any given rank is
constructed out of elements of the rank next below (as in Figure 1-3). This is a
feature of the constituent hierarchy made up of units and their classes: clause,
verbal group, and so on. But the configurations of structural functions show
further ramifications of this general pattern. Thus, in the clause as exchange there
is slightly more layering in the structure, while in the clause as message there is
rather less.

(3) The general principle of discreteness means that each structural unit has clearly
defined boundaries. But while this kind of segmental organization is characteristic
of the clause as representation, the clause in its other guises — as message, and
as exchange — departs from this prototype. In its status as an exchange, the
clause depends on prosodic features — continuous forms of expression, often
with indeterminate boundaries; while in its status as message it tends to favour
culminative patterns — peaks of prominence located at beginnings and endings.
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It is not yet clear how far English is typical in these particular respects; but the evidence
so far suggests that it is (see e.g. Caffarel, Martin & Matthiessen, 2004) and it is certainly
true that, while the kinds of structure found in language are rather varied, the realizations
of the different metafunctions tend to follow certain regular principles (see Halliday, 1979;
Matthiessen, 1988; Martin, 1996). It may be helpful to try and summarize the picture as
it is in English, so (with apologies for the terminological overload!) Table 2-8 introduces
the technical names for the metafunctions, matches them up with the different statuses of
the clause, and shows the kind of structure favoured by each. It will be seen that there is a
fourth metafunctional heading that does not show up in the ‘clause’ column, because it is
not embodied in the clause but in the clause complex — clauses linked together by logico-
semantic relations to form sequences; this will figure as the topic of Chapter 7.

Table 2-8 Metafunctions and their reflexes in the grammar

Metafunction (technical Definition (kind of Corresponding status in
name) meaning) clause Favoured type of structure
experiential construing a model of clause as representation segmental (based on
experience constituency)
interpersonal enacting social relationships | clause as exchange prosodic
textual creating relevance to clause as message culminative
context
logical constructing logical - iterative
relations

It is the segmental kind of structure, with clearly separated constituent parts organized into
a whole, that has traditionally been taken as the norm in descriptions of grammar; the very
concept of ‘structure’, in language, has been defined in constituency terms. This is partly
because of the kind of meaning that is expressed in this way: experiential meaning has been
much more fully described than meaning of the other kinds (see e.g. Martin, 1990). But
there is also another reason, which is that constituency is the simplest kind of structure,
from which the other, more complex kinds can be derived; it is the natural one to take
as prototypical — in the same way as digital systems are taken as the norm from which
analogue systems can be derived, rather than the other way round.

For both these reasons, in the remaining chapters of Part One (Chapters 3 to 5) we shall
use constituent-type descriptions of structure, merely pointing out now and again where
meaning in the clause will be described independently in its own terms. This in itself will
involve some sleight of hand, since although there are clearly these three motifs running
side by side in every clause, a clause is still one clause — it is not three. It is a familiar
problem for functional grammarians that everything has to be described before everything
else; there is no natural progression from one feature in language to another (when children
learn their mother tongue they do not learn it one feature at a time!).

We have chosen to start with the clause as message, because we find that the easiest
aspect of the clause to discuss in its own terms and because it provides a window on the
other two metafunctional strands within the clause; but even here it will be necessary to
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make some forward references to other parts of the book. These will be kept to a minimum;
in general, we have tried to turn the exploration of grammar into a linear progression.
Each chapter will presuppose the chapters that have gone before, and will only rarely have
recourse to matters that are yet to come.

In conclusion, we present an overview of the lexicogrammatical resources of English in
the form of a function-rank matrix: see Table 2-9. Each cell represents the semiotic address
of one or more systems. This address is defined in terms of metafunction (columns) and
ranks (rows); group/phrase rank systems are also differentiated according to primary class.
For example, the matrix shows that the system of THEME is a textual system operating within
the clause, while the system of TENSE is a logical system operating within the verbal group.
We shall confine ourselves to systems at clause rank and group/phrase rank; systems at
word rank and at morpheme rank are also part of the overall meaning-making resources of
lexicogrammar, but their systems are, in a sense, subservient to the higher-ranking systems.
We have also included the highest-ranking phonological systems — the systems of the tone
group, since these systems realize patterns of wording directly, and will be discussed in this
book (cf. Chapter 1, Section 1.2). Note, finally, that we have also included the information
unit, placing it next to the clause (cf. Chapter 1, Section 1.3.1).
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CHAPTER
THREE

CLAUSE AS MESSAGE

3.1 Theme and Rheme

In Section 2.6 we introduced the notion of a clause as a unit in which
meanings of three different kinds are combined. Three distinct structures,
each expressing one kind of semantic organization, are mapped on to one
another to produce a single wording (cf. Table 2-7 (Three lines of meaning in
the clause) in Chapter 2).

In the next three chapters we shall consider these three ‘lines of meaning’ in
turn, beginning with the one that gives the clause its character as a message.
The structure that carries this line of meaning is known as thematic structure.

We may assume that in all languages the clause has the character of a
message, or quantum of information in the flow of discourse: it has some form
of organization whereby it fits in with, and contributes to, the flow of discourse
(cf. Matthiessen, 2004b: Section 10.5). But there are different ways in which
this may be achieved. In English, as in many other languages, the clause is
organized as a message by having a distinct status assigned to one part of it.
One part of the clause is enunciated as the theme; this then combines with the
remainder so that the two parts together constitute a message. For example,
From Raffles Place MRT is given the status of the theme of the message in From
Raffles Place MRT, walk through the office blocks of Chulia Street; it combines
with walk through the office blocks of Chulia Street to form a message in a text
that sets out a walking tour around a part of Singapore.

In some languages that have a pattern of a similar kind, the theme is
announced by means of a particle: in Japanese, for example, there is a special
postposition -wa, which signifies that whatever immediately precedes it is
thematic (see Teruya, 2004, 2007). This element tends to come early in the
clause, and may be preceded by other elements such as cohesive conjunctions
that are also given thematic status. In other languages, of which English is one,
the theme is indicated only by position in the clause. In speaking or writing
English we signal that an item has thematic status by putting it first. No other



Theme and Rheme

signal is necessary, although it is not unusual in spoken English for the theme to be marked
off also by the intonation pattern (see Section 3.5).

Following the terminology of the Prague school of linguists (e.g. Garvin, 1964; Firbas,
1992), we shall use the term Theme as the label for this function. (Like all other functions it
will be written with an initial capital.) The Theme is the element that serves as the point of
departure of the message; it is that which locates and orients the clause within its context.
The speaker chooses the Theme as his or her point of departure to guide the addressee in
developing an interpretation of the message; by making part of the message prominent as
Theme, the speaker enables the addressee to process the message. The remainder of the
message, the part in which the Theme is developed, is called in Prague school terminology
the Rheme. As a message structure, therefore, a clause consists of a Theme accompanied
by a Rheme; and the structure is expressed by the order — whatever is chosen as the Theme
is put first.! The message thus unfolds from thematic prominence — the part that the
speaker has chosen to highlight as the starting point for the addressee — to thematic non-
prominence. (As we shall see below, in Section 3.5, the Rheme typically contains another
kind of prominence, prominence as news.)

In the following example, which is the first sentence of the Introduction to Roget’s
Thesaurus, the Theme is the present Work:

The present Work is intended to supply, with respect to the English language, a desideratum hitherto
unsupplied in any language; ...

Here is a short passage from a guidebook, illustrating how the choice of Theme functions
to organize and carry forward the discourse (Text 3-1). The boundary between Theme and
Rheme is shown by +.

Text 3-1: Reporting — passage from a guidebook (written, monologic)

Goa Gajah + is the ‘elephant cave’ on the road to Gianyar, a Hindu-Buddhist temple area with several open
structures, bathing pools and flowing fountains. The atmosphere outside + is peaceful, one of holiness and
worship, while inside the small cave + it is surprisingly humid and dry. <sic>

Beyond the main complex + is a lovely stream that bubbles under a wooden bridge, and further on + are steep
stone steps leading to another complex and a large, lily-covered pond. For this popular tourist attraction, +
dress properly; otherwise, sarongs (waist wrap-around skirt) + are available for rental at the door.

Yeh Pulu + is a beautiful hill area filled with rock carvings and relics just a kilometre or so from Goa Gajah.
Continuing northwards, Bedulu village + marks the former site of the powerful Dalem Bedulu the last king of
the Pejeng dynasty who were eventually defeated by Java’s Gajah Mada in 1340s.

1 Some grammarians have used the terms Topic and Comment instead of Theme and Rheme (e.g. Hockett,
1958: 201-203; cf. also Li & Thompson, 1976). But the Topic-Comment terminology carries rather
different connotations. The label ‘Topic’ usually refers to only one particular kind of Theme, the ‘topical
Theme’ (see Section 3.4); and it tends to be used as a cover term for two concepts that are functionally
distinct, one being that of Theme and the other being that of Given (see Sections 3.5 and 3.6; and cf.
Fries, 1981). It seems preferable to retain the earlier terminology of Theme-Rheme. In the generative
linguistic literature, Gruber (1976: 38) introduced the term ‘theme’ in an experiential (rather than textual)
sense for a kind of participant role, a ‘theta role’ in generative terms. In work drawing on Fillmore’s (1968)
‘case grammar’, the term ‘theme’ has also been used as a label for deep case, or semantic case. In a
different context, ‘theme’ is also used as the name of a stratum in verbal art: see Hasan (1985b: 96).
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Still further along the road + is Pura Kebo Edan, otherwise known as the ‘crazy buffalo’ temple, where + a
statue of Bima (one of the five Pandawa brothers of the Mahabharata epic) is particularly well-endowed.

(Holly Smith et al., Indonesia. Singapore & London: Sun Tree Publishing Ltd (Travbugs Travel Guides). 1993.
p.317)

Contrast this with a geological text (Text 3-2):

Text 3-2: Expounding — categorizing (written, monologic): taxonomic report
Chert + is microscopically fine-grained silica (SiO,).

It + is equivalent to chalcedony. ...

Chert + originates in several ways.

Some + may precipitate directly from sea water ...

Most + comes from the accumulation of silica shells of organisms.

These silica remains + come from diatoms, radiolaria, and sponge spicules, ...

[Robert J. Foster, Physical geology. Columbus, Ohio: Merrill. 1971. p.87.]

As can be seen from 3-1 and 3-2, the Theme always starts from the beginning of the
clause (for the status of while and and in Text 3-1, see Section 3.4 below). It is what sets
the scene for the clause itself and positions it in relation to the unfolding text. In the first
text the reader is being led around and invited to notice and appreciate; in the second, the
reader is held firmly to the topic that is being described.

This suggests that the speaker/writer is selecting the desired Theme — that there can be
variation in what is chosen as the thematic element in the clause; and this is so. In the
following paradigm of constructed examples the three agnate clauses differ just in respect
of which nominal group is functioning as Theme (see Figure 3-1). Compare the following
snatch of dialogue from an interview, where the second speaker switched from one Theme
to another (Text 3-3).

Text 3-3: Reporting — admission interview (spoken, dialogic) [LLC, p.753]

A: (I'm hoping that) all financial and domestic considerations + have been gone into?
B: (Yes) we + 've taken them into account.

(Yes) they + have.

The interviewee, faced with this bureaucratic mouthful, obviously feels that the natural
Theme for the response is we; it is after all she and her partner whose actions are the key to
providing the information requested. But she then adapts to the thematic structure of the
question, and switches over to they (= all ... considerations) as Theme.

the duke has given my aunt that teapot

my aunt has been given that teapot by the duke
that teapot the duke has given to my aunt

Theme Rheme

Fig. 3-1 Theme-Rheme structure
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It will have been clear from the earlier examples that the Theme is not necessarily a
nominal group; it may be some other class of group or phrase. John B. Carroll’s ‘Foreword’
to Whorf’s Language, Thought and Reality begins with the adverbial Theme, once in a blue
moon:

Once in a blue moon a man comes along who grasps the relationship between events which have hitherto
seemed quite separate, and gives mankind a new dimension of knowledge.

As a general guide to start off with, we shall say that the Theme of a clause is the first
group or phrase that has some function in the experiential structure of the clause, i.e. that
functions as a participant, a circumstance or the process. We shall return to this in a little
more detail in Section 3.4 below (and more fully in Chapter 5); meanwhile this definition
will be elaborated in the next few sections to take account of complex and multiple Themes,
as well as special types of thematic patterning that create order in the discourse.

The most common type of Theme is a participant, realized by a nominal group. Such
Themes are sometimes announced explicitly, by means of some expression like as for ...,
with regard to ..., about ... ; this has the effect of focusing the Theme. For example:

As for Pope John Paul himself, + he is known to be very keen on sport. [BE bbc/06 S1000900 531]

Compare:

As to that teapot, + my aunt was given it by the duke.

Typically, the Theme is then ‘picked up’ by the appropriate pronoun in its natural place in
the clause. Such picking up may occur even if the Theme is not explicitly announced by a
thematic marker (as usually the case in speech, where intonation can be used; see below),
as in

That teapot — my aunt was given it by the duke.
Oh, my little toe, look at it. [Text 76]
A man who succeeds as a farmer, who succeeds as a householder — these things are highly regarded. [Text 16]

‘The barge she sat in’, do you remember that passage in The Waste Land? [Text 125]
Now about ‘The Love Song of Alfred J. Prufrock’, what is that poem about? [Text 125]

Sometimes the Theme is not picked up in this way and it is left to the listener to infer the
relationship:

But corporations, you've got to make sure you know what you're doing, because otherwise you're out of
business. [Text 101]

As for the other players, I've got no apprehensions. [ACE_A]

This device enables the speaker/writer to select a Theme without disturbing the overall
arrangement of the clause (cf. below on marked Themes, Section 3.3).
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The Theme of a clause is frequently marked off in speech by intonation, being spoken
on a separate tone group; this is especially likely when the Theme is either (i) an adverbial
group or prepositional phrase; or (ii) a nominal group not functioning as Subject — in other
words, where the Theme is anything other than that which is most expected (see Section
3.3 below). But even ordinary Subject Themes are often given a tone group to themselves
in everyday speech. One tone group expresses one unit of information (cf. Section 3.5);
and if a clause is organized into two information units, the boundary between the two
is overwhelmingly likely to coincide with the junction of Theme and Rheme. This is, in
fact, an important piece of evidence for understanding the Theme + Rheme structure, for
example (from Text 3-6 below):

// in this job + Anne we're // working with silver // [marked theme]

// the people that buy silver + // love it // [unmarked theme]

3.2 Group/phrase complexes as Theme; thematic equatives

As a first step we have made two assumptions: that the Theme of a clause consists of
just one structural element, and that that element is represented by just one unit — one
nominal group, adverbial group or prepositional phrase. These two assumptions hold for
the examples given above; similarly, in the first sentence of the Preface to J.R. Firth’s Papers
in linguistics 1934-1951 the Theme is the first chair of General Linguistics in this country,
which is still one single nominal group:

The first chair of General Linguistics in this country was established in the University of London in 1944, at
the School of Oriental and African Studies ...

In each of these examples the Theme is one element, which, in turn, is one nominal group
or one prepositional phrase.

A common variant of this elementary pattern is that in which the Theme consists of
two or more groups or phrases forming a single structural element. Any element of clause
structure may be represented by a complex of two or more groups or phrases (see Chapter
8). Such a group or phrase complex functions as a Theme in the normal way. This is
illustrated in Figure 3-2.

the Walrus and the Carpenter were walking close at hand
Tom, Tom, the piper’s son stole a pig [and away did run]
from house to house | wend my way

on the ground or in the air small creatures live and breathe
Theme Rheme

Fig. 3-2 Group complex or phrase complex as Theme
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Such Themes still fall within the category of simple (as opposed to multiple) Themes. Any
group complex or phrase complex constitutes a single element within the clause; for example,
two nominal groups joined by and, like the Walrus and the Carpenter, make up a nominal group
complex. This is just one element in the clause, and therefore constitutes a simple Theme.
The two prepositional phrases from house to house likewise make up a prepositional phrase
complex, and this is also therefore one simple Theme. The different kinds of relationship that
may be expressed in these complex structures are discussed in Chapter 8.

The first sentence of Hjelmslev’s Prolegomena to a theory of language, Whitfield’s translation,
has as its Theme the nominal group complex language — human speech, consisting of two
nominal groups in apposition:

Language — human speech — is an inexhaustible abundance of manifold treasures.

Another example of apposition in the Theme is the following, from the blurb to Hunter
Davies’ biography of George Stephenson:

One hundred and fifty years ago, on 15 September 1830, the world’s first passenger railway — the Liverpool to
Manchester — was opened, an event which was to change the face of civilization.

Here the Theme consists of two phrases forming a phrase complex, ending at 1830.

In the above examples, the group or phrase complex is a single constituent of the clause; it
is not specially constructed by the thematic system. There is, in addition, a special thematic
resource whereby two or more separate elements are grouped together so that they form a
single constituent of the Theme + Rheme structure. An example of this would be:

What the duke gave to my aunt was that teapot.

Here the Theme is what the duke gave to my aunt. Technically, this is still a simple Theme,
because it has now been organized as a single constituent of the clause — but it is a clause
of a particular kind. The clause what the duke gave to my aunt was that teapot is a thematic
variant of the duke gave my aunt that teapot. Here what can be interpreted as ‘that which’.

This kind of clause is known as a thematic equative (cf. Halliday, 1967/8), because it sets
up the Theme + Rheme structure in the form of an equation, where Theme = Rheme. The
particular clause type that is being exploited to form a thematic equative is the identifying
clause; this will be described in Chapter 5, Section 5.4.4; but since it plays such an important
part in the construction of the clause as a message we need to introduce it here.

In a thematic equative, all the elements of the clause are organized into two constituents;
these two are then linked by a relationship of identity, a kind of ‘equals sign’, expressed
by some form of the verb be. There is an example of this in the first clause of the second
paragraph of Lewis Carroll’s Through the looking-glass:

The way Dinah washed her children’s faces was this:

where the Theme is the way Dinah washed her children’s faces. (Strictly speaking the was,
or other form of be, serves to link the Rheme with the Theme; but for the sake of simpler
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analysis it can be shown as part of the Rheme.) We can construct a thematic paradigm
around the gift of the teapot (see Figure 3-3).

what (the thing) the duke gave to my aunt was that teapot

the one who gave my aunt that teapot was the duke

the one the duke gave that teapot to was my aunt

what the duke did with that teapot was give it to my aunt

how my aunt came by that teapot was she was given it by the duke
Theme Rheme

Fig. 3-3 Thematic equatives

A form such as what the duke gave to my aunt is an instance of a structural feature known
as nominalization, whereby any element or group of elements is made to function as a
nominal group in the clause. This nominal group consists of a Head and a post-modifying
relative clause, as in the one who gave my aunt that teapot; but the Head and the marker of the
relative clause may be fused in one item: what ‘that which’, how ‘the way in which’, when
‘the time at which’ and where ‘the place at which’.? In this case the nominalization serves a
thematic purpose. The thematic equative pattern allows for all possible distributions of the
parts of the clause into Theme and Rheme, as in Figure 3-3. It even includes one variant
such as the following:

what happened was that the duke gave my aunt that teapot

where the Theme is simply what happened, meaning ‘I want to tell you that something
happened’, and every component of the happening is put into the Rheme.

In the typical instance the nominalization functions as Theme, because in the Theme-
Rheme structure it is the Theme that is the prominent element. All the examples above
were of this type. But — as so often happens in language — in contrast with the typical pattern
there is a standing-out or marked alternative, exemplified by you're the one I blame for this,
with you as Theme, in which the usual relationship is reversed and the nominalization
becomes the Rheme. Further examples of this can be seen in Figure 3-4. The following
corpus examples include both unmarked and marked theme equatives:

The Sri Lanka Constitution’s claim to distinction lies in the fact that it follows neither the Presidential system nor
the Prime Ministerial one, a claim with which none need quarrel for Constitutional straitjackets are the invention
of professors. What needs to be noted, however, is that even President Jayawardane admits, by implication, that
the Constitution contains the possibility of a ‘dictator-motivated individual’ ruling for six years. [KOHL_A]

All these were attractive and vivacious young ladies, but the one who stuck in the memory of the Minister
was Miss Sheila Patterson, an Anglo-Indian beauty who was introduced to him as ‘Durga’s English teacher’.
[KOHL K]

2 We might thus expect who gave my aunt that teapot was the duke (cf. whoever gave my aunt that teapot was
a generous person) but this use of who is not possible, and the one who fills the hole in the paradigm.
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The thing that really infuriates me more than anything else in modern life is that the very rich, you could be
absolutely filthy rich and they pay, they don’t pay their share of taxation. [Text 370]

The catch here is that when things get hot for the government — when its performance is so poor that its
support begins to dwindle — neither side can resist the temptation to play foul. This is what happened before
and is happening again. [KOHL_A]

But you're the one who came here and sat with me ... so sit. [KOHL_K]

that is the one | like

this teapot was what the duke gave to my aunt

a loaf of bread is what we chiefly need

this i what happened to me the last few weeks
Theme Rheme

Fig. 3-4 Marked thematic equatives (nominalization as Rheme)

A thematic equative (which is usually called a ‘pseudo-cleft sentence’ in formal grammar)
is an identifying clause which has a thematic nominalization in it. Its function is to express
the Theme-Rheme structure in such a way as to allow for the Theme to consist of any
subset of the elements of the clause. This is the explanation for the evolution of clauses of
this type: they have evolved, in English, as a thematic resource, enabling the message to be
structured in whatever way the speaker or writer wants.

Let us say more explicitly what this structure means. The thematic equative actually
realizes two distinct semantic features, which happen to correspond to the two senses of
the word identify. On the one hand, it identifies (specifies) what the Theme is; on the other
hand, it identifies it (equates it) with the Rheme.

The second of these features adds a semantic component of exclusiveness: the meaning
is ‘this and this alone’. So, the meaning of what the duke gave my aunt was that teapot is
something like ‘T am going to tell you about the duke’s gift to my aunt: it was that teapot—
and nothing else’. Contrast this with the duke gave my aunt that teapot, where the meaning
is ‘I am going to tell you something about the duke: he gave my aunt that teapot’ (with no
implication that he did not give — or do — other things as well).

Hence even when the Theme is not being extended beyond one element, this identifying
structure still contributes something to the meaning of the message: it serves to express
this feature of exclusiveness. If I say what the duke did was give my aunt that teapot, the
nominalization what the duke did carries the meaning ‘and that’s all he did, in the context
of what we are talking about’. 3 This is also the explanation of the marked form, which has
the nominalization in the Rheme, as in that’s the one I like. Here the Theme is simply that,
exactly the same as in the non-nominalized equivalent that I like; but the thematic equative
still adds something to the meaning, by signalling that the relationship is an exclusive one

3 It further indicates, by the choice of the ‘pro-verb’ did, something about the role of the duke: that he did
something — he was an active participant in the process. Contrast what happened to that teapot ... , where
the role of the teapot is shown to have been a passive one. See Chapter 5, Section 5.2.
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— I don’t like any of the others. Compare a loaf of bread we need and a loaf of bread is what
we need. Both of these have a loaf of bread as Theme; but whereas the former implies
‘among other things’, the latter implies ‘and nothing else’. Note that some very common
expressions have this marked thematic equative structure, including all those beginning
that’s what, that's why, etc.; e.g. that’s what I meant, that's why it’s not allowed.

You've got to be confident in this game. And I reckon I'm one of the best. That’s why I never worry about the
opposition; never respect too many players. I let them worry about me. [ACE_A]
But you can’t ride into the Ferry. That’s what they’ll expect you to do. [BROWNI1_N]

We shall see in the next section that there is a further significant difference between

equative and non-equative agnates in those cases where the non-equative has something
other than Subject as Theme; for example:

[equative] that ’s what they don’t tell us
Subject

[non-equative] that they don’t tell us
Subject

Meanwhile, Figure 3-5 gives some further examples that help to bring out the difference
between a thematic equative and a clause with ordinary Theme-Rheme structure.

(a) thematic equative

(i) nominalization as Theme

what no one seemed to notice was the writing on the wall
the thing that impresses me the most is their enthusiasm for the job
the ones you never see are the smugglers
Theme Rheme

(i) nominalization as Rheme
twopence a day was what my master allowed me
the Walrus is the one | like the best
Theme Rheme

(b) non-equative equivalents (assuming Subject as Theme; see Section 3.3 below)

No one seemed to notice the writing on the wall
their enthusiasm for the job impresses me the most

you never see the smugglers

| like the Walrus best

Theme Rheme

Fig. 3-5 Further examples of thematic equatives

96



Theme and mood

3.3 Theme and mood

What is the element that is typically chosen as Theme in an English clause? The answer to
that question depends on the choice of MOOD.

Moob is the major interpersonal system of the clause; it provides interactants involved
in dialogue with the resources for giving or demanding a commodity, either information
or goods-&-services — in other words, with the resources for enacting speech functions
(speech acts) through the grammar of the clause: statements (giving information), questions
(demanding information), offers (giving goods-&-services), and commands (demanding
goods-&-services). MoobD will be discussed in Chapter 4. Here we shall need to anticipate
the first steps in that discussion, and introduce the primary categories of the mood system.
We will restrict ourselves to free clauses, those that can stand by themselves as a complete
sentence, in contrast with bound clauses (see Chapter 4, Section 4.4.5).

Every free clause selects for mood. Some, like John! and good night!, are minor clauses
(Chapter 4, Section 4.6.2); they have no thematic structure, and so will be left out of
account. The others are major clauses. A free major clause is either indicative (giving or
demanding information) or imperative (demanding goods-&-services) in mood; if indicative,
it is either declarative (giving information) or interrogative (demanding information); if
interrogative, it is either ‘yes/no’ interrogative or ‘WH-’ interrogative. Examples:

indicative: declarative Bears eat honey. Bears don’t eat honey.
indicative: interrogative: yes/no Do bears eat honey? Don’t bears eat honey?
indicative: interrogative: WH- What eats honey? What do bears eat?
imperative: Eat! Let’s eat!

We will consider each of these moods in turn, from the point of view of their thematic
structure.

(1) Theme in declarative clauses. In a declarative clause, the typical pattern is one in
which Theme is conflated with Subject; for example, Little Bo-peep has lost her sheep, where
Little Bo-peep is both Subject and Theme. All the examples in Figure 3-1 were of this kind;
likewise those in Figure 3-3 to Figure 3-5.

We shall refer to the mapping of Theme on to Subject as the unmarked Theme of a
declarative clause. The Subject is the element that is chosen as Theme unless there is good
reason for choosing something else. Note that this adds a further explanation for the use of
a thematic equative in clauses such as you're the one I blame for this, that's what they don't tell
us: here the Theme is Subject, and therefore unmarked, whereas in the non-equative variants
you I blame for this, that they don’t tell us, you and that — not being Subject — are now marked
Themes. The effect of this is to add a feature of contrastiveness that the speaker may not
require.

In everyday conversation, in sharing contexts, the item most often functioning as unmarked
Theme (Subject/Theme) in a declarative clause is the first person pronoun I. Much of our
talk consists of messages concerned with ourselves, and especially with what we think and
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feel. Next after that come the other personal pronouns you, we, he, she, it, they; and the
impersonal pronouns it and there. For example:*

Text 3-4: Sharing — casual conversation
Son 1 (Joshua): Do you want to go?

Mother: I don’t know; I haven't been. I don’t what it's like, but everyone else said it's not very good; it’s just
boring.

Son 2: It isn’t very exciting.

Mother: Joshua is — what do you think of it, Joshua?

Son 2: Bit of a disappointment.

Son 1 (Joshua): Oh well, you know... [snicker]

Mother: (what?

Son 1 (Joshua): I think you should go ... if you haven't been.
Mother: Yes but why do you think he should go?
Son 1 (Joshua): If he hasn’t been before.

Son 2: Yeah, why would I go?

Son 1 (Joshua): I don’t know. There’s all these, you know, old -

Then come other nominal groups — those with common noun or proper noun as Head — and
nominalizations. Providing these are functioning as Subject, then having them as Theme is
still the unmarked choice.

A Theme that is something other than the Subject, in a declarative clause, we shall refer
to as a marked theme. The most usual form of marked Theme is an adverbial group, e.g.
today, suddenly, somewhat distractedly, or prepositional phrase, e.g. at night, in the corner,
without any warning functioning as Adjunct in the clause. Least likely to be thematic is
a Complement, which is a nominal group that is not functioning as Subject — something
that could have been a Subject but is not, as in the examples you I blame for this, that they
don't tell us.> (For discussion of Complement and Adjunct see Chapter 4, Section 4.3.)
Marked Adjunct and Complement Themes are followed by the Subject in Modern English

4 From UTS-Macquarie Corpus: family conversation involving Mother and her two sons about whether Son 2
should join a school excursion to Old Sydney Town.

5 As we have just noted, a marked Theme in a declarative clause is something other than the Subject: a
(circumstantial) Adjunct or a Complement. But what about the Predicator? It only occurs as Theme in a
fairly rare construction where the whole Residue element is Theme followed by the Mood element with a
substitute as Finite carrying the Focus of New information (cf. Halliday, 1967/8/2005: 79), e.g. Get better
she did. [ACE_E] In the limiting case, the Residue consists only of the Predicator, as in This filly is another
Adios that wants to trot, and trot she did until forced to do otherwise [BROWNZ1_E] (cf. with an Adjunct as
part of Residue: and trot fast she did). However, what is thematized is really the Residue rather than the
Predicator, as is brought out by relational clauses with a finite form of be as Finite but without a Predicator,
e.g. The grammar, in its ideational function, is a theory of human experience. And a very effective theory it
is [Halliday, 2008: 147]. If, in a ‘projection’ nexus, the projecting ‘verbal’ or ‘mental’ clause follows the
projected part, the sequence may be either Sayer (Senser) + Process or Process + Sayer (Senser): ...
Henry said; ... said Henry. In the latter case, the combination of Finite and Predicator, i.e. Finite/Predicator,
proceeds the Subject; and the whole projecting clause is as it were downgraded through tonal cliticization
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— a historical departure from the general principle in Germanic languages that the Theme
is followed by, and thus marked off by, the Finite in a declarative clause. The general
exception to this departure in Modern English is a clausal negative item as Theme — an
Adjunct or Complement with a negative feature that pertains to the clause.® Such negative
Themes are followed by the Finite, as in:

Nowhere has this decline been more painfully evident than in the New York City area. [BROWNI1_H]

No longer does the truism ‘everyone has to eat’ mean that producers and marketers can afford to ignore the
valuable information consumers can provide. [ACE_E]

The main tendencies for the selection of Theme in declarative clauses are summarized
in Table 3-1.

The ‘most marked’ type of Theme in a declarative clause is thus a Complement: for
example this responsibility in this responsibility we accept wholly (see below). This is a
nominal element that, being nominal, has the potentiality of being Subject; which has not
been selected as Subject; and which nevertheless has been made thematic. Since it could
have been Subject, and therefore unmarked Theme, there must be very good reason for
making it a thematic Complement — it is being explicitly foregrounded as the Theme of the
clause.” Let us look at one example, taken from the end of Bally and Sechehaye’s Preface
to Saussure’s Course in general linguistics (English translation by Wade Baskin):

We are aware of our responsibility to our critics. We are also aware of our responsibility to the author, who
probably would not have authorized the publication of these pages. This responsibility we accept wholly, and
we would willingly bear it alone.

Here the Theme this responsibility is strongly foregrounded; it summarizes the whole burden
of the preface — the special responsibility faced by scholars reconstructing from others’
lecture notes the work of an outstanding colleague for publication after his death — and
enunciates this as their point of departure, as what the undertaking is all about. Similarly:

In the worst scenario, if most of a teacher’s lessons are ‘poor’, he or she will be asked to sign a sheet
explaining any extenuating circumstances. This they should refuse until there is union advice, and then all the
circumstances — the whole demoralising history of oversized classes, or teaching without books, inadequate
training or lack of special needs support — should be recorded. [Text 97]

The general principle is that Complements are highly marked as Theme. However, certain
types of Complement may be highly motivated as Theme in texts of a certain type because

(see Chapter 7, Table 7-29). In certain types of news reports, a projecting clause that proceeds the
projected part may have Finite/Predicator as Theme, e.g. Says Senator Pepper in support of his bill: ‘| think
it would do wonders’ [Time Magazine]. Here the journalist’s choice of Theme serves to flag that s/he is
attributing what follows to a particular source.

6 This applies to circumstantial Adjuncts with a negative feature, e.g. nowhere as a locative Adjunct; and it
also applies to modal Adjuncts with a negative (or quasi-negative) feature, e.g. never, hardly.

7 ltis also likely to be given the status of New information within its own unit of information. At the same
time, some element other than the Complement will be a candidate for the status of New within the Rheme
of the clause, as in the example from the next extract: this they should refuse.
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Table 3-1 Examples of Theme in declarative clause. Theme-Rheme boundary is shown by #.

Function® Class Clause example
unmarked | Subject nominal group: pronoun as Head | | # had a little nut-tree
Theme she # went to the baker's
there # were three jovial Welshmen
nominal group: common or proper | a wise old owl # lived in an oak
noun as Head Mary # had a little lamb
London Bridge # is fallen down
nominal group: nominalization what | want # is a proper cup of coffee
(nominalized clause) as Head
marked Adjunct adverbial group merrily # we roll along
Theme

prepositional phrase on Saturday night # I lost my wife

Complement | nominal group: common or proper | a bag-pudding # the King did make
noun as Head

Eliot # you're particularly fond of

nominal group: pronoun as Head | all this # we owe both to ourselves and to the
peoples of the world [who are so well represented

here today]

this # they should refuse
nominal group: nominalization what they could not eat that night # the Queen next
(nominalized clause) as Head morning fried

of the ‘method of development’ of such texts. For example, in topographic reports such
as Text 3-1 above, locations in place play a major role in the organization of the texts as
reference point in the construction of a verbal map of some territory, and locative Adjuncts
and Complements are highly motivated as Themes since they enable speakers to guide their
addressees in the development of the verbal map (cf. Matthiessen, 1992: 60-61; 1995c:
37-39). They occur frequently in ‘existential’ clauses such as Beyond the main complex is
a lovely stream that bubbles under a wooden bridge and in ‘circumstantial’ relational clauses
such as Still further along the road is Pura Kebo Edan; and also, of course, in clauses of other
types. Such examples from topographic reports (and also from topographic procedures)
illustrate a general principle of marking: while a given term may be marked globally in
the language, it may be locally unmarked because it is motivated by register-specific
considerations.

Sometimes even the Complement from within a prepositional phrase (see Chapter 6,
Section 6.5) functions as Theme, particularly in idiomatic combinations of preposition and

& Function in clause as exchange; see Chapter 4.
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verb: for example, that in that I could do without, two things in two things we need to comment
on. Perhaps the type of Complement/Theme that stands out, however, is a pronoun, such
as me in me they blame for it. This is, as it were, the opposite end of the scale of thematic
tendency from the unmarked Subject/Theme I with which we started.

There is one sub-category of declarative clause that has a special thematic structure,
namely the exclamative. These typically have an exclamatory WH-element as Theme, as
in Figure 3-6.

what a self-opinionated egomaniac that guy is

how dreadful she sounds

Theme Rheme

Fig. 3-6 Theme in exclamative clauses

(2) Theme in interrogative clauses. The typical function of an interrogative clause is to
ask a question; and from the speaker’s point of view asking a question is an indication that
he wants to be told something. The fact that, in real life, people ask questions for all kinds
of reasons does not call into dispute the observation that the basic meaning of a question is a
request for an answer. The natural theme of a question, therefore, is ‘What I want to know’.

There are two main types of question: one where what the speaker wants to know is the
POLARITY ‘yes or no?’, e.g. Can you keep a secret? Is anyone at home?; the other where what
the speaker wants to know is the identity of some element in the content, e.g. Who will you
take as your partner? Where has my little dog gone? In both types, the word indicating what
the speaker wants to know comes first.

In a yes/no interrogative, which is a question about polarity, the element that functions
as Theme is the element that embodies the expression of polarity, namely the Finite verbal
operator. It is the Finite operator in English that expresses positive or negative: is, isn’t; do,
don’t; can, can’t; etc. So in a yes/no interrogative the Finite operator is put first, before the
Subject. The meaning is ‘T want you to tell me whether or not’.

In a WH- interrogative, which is a search for a missing piece of information, the element
that functions as Theme is the element that requests this information, namely the WH-
element. It is the WH- element that expresses the nature of the missing piece: who, what,
when, how, etc. So in a WH- interrogative the WH- element is put first no matter what
other function it has in the mood structure of the clause, whether Subject, Adjunct or
Complement. The meaning is ‘I want you to tell me the person, thing, time, manner, etc.’.

Interrogative clauses, therefore, embody the thematic principle in their structural make-up.
It is characteristic of an interrogative clause in English that one particular element comes
first; and the reason for this is that that element, owing to the very nature of a question, has
the status of a Theme. The speaker is not making an instantial choice to put this element first;
its occurrence in first position is the regular pattern by which the interrogative is expressed.
It has become part of the system of the language, and the explanation for this lies in the
thematic significance that is attached to first position in the English clause. Interrogatives
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express questions; the natural theme of a question is ‘I want to be told something’; the
answer required is either a piece of information about an element of the clause or an
indication of polarity. So the realization of interrogative mood involves selecting an element
that indicates the kind of answer required, and putting it at the beginning of the clause.

In a WH- interrogative, the Theme is constituted solely by the WH- element: that is, the
group or phrase in which the WH- word occurs. See the examples in Figure 3-7.

who wants a glass of white wine?
where did you get that from?

how many hours did you want?

and how long s she there for?

why was he opposed to coming in?
Theme Rheme

Fig. 3-7 Theme in WH- interrogative

Here the WH- element is an element serving directly in the interrogative clause — a
participant serving as Subject or Complement or a circumstance serving as Adjunct.
However, under certain conditions it may be an element that is not directly part of the
clause (see Matthiessen, 1995a: 416-417). If the WH- word is, or is part of, a nominal
group functioning as Complement in a prepositional phrase, this nominal group may
function as Theme on its own, e.g. what in what shall I mend it with?, which house in which
house do they live in? If the WH- element serves in a projected clause (see Chapter 7), it may
serve as the Theme of the projecting clause, as in Who do you think pays the rent?, which
is the interrogative version of you think somebody pays the rent. Similarly: And what do you
think you could have done about it before?, What did you say your name was?, What does he
think a remark like this ‘lousy’ one does to our prestige and morale?

In a yes/no interrogative, the picture is slightly different, for reasons that will be explained
more fully in Section 3.5 below. Here, the Theme includes the Finite operator; but, since
that is not an element in the experiential structure of the clause, the Theme extends over
the following Subject as well. For examples, see Figure 3-8.

could you eat a whole packet of tim tams?
has he got the car back by the way?
did you sleep okay?

didn't it smell terrible?

shall | make some toast?

are they still together?

Theme (1) Theme (2) Rheme

Fig. 3-8 Theme in yes/no interrogative
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Thus in both kinds of interrogative clause the choice of a typical ‘unmarked’ thematic
pattern is clearly motivated, since this pattern has evolved as the means of carrying the
basic message of the clause. Hence there is a strong tendency for the speaker to choose the
unmarked form, and not to override it by introducing a marked Theme out in front. But
marked Themes do sometimes occur in interrogatives, as illustrated in Figure 3-9.

at lower latitudes [ where there are no | is the role of ice mimicked by other aerosols such as volcanic dust?
stratospheric ice crystals ],

on the right is it?

In such circumstances is it any wonder that motorists, for their own safety as well as that of other
road users, are reluctant to ‘obey the signals of a police officer?’ [ACE_B]

aesthetically, in terms of the vision in what is the relationship between the fiction and the non-fiction?
your head,

Atter all, except for music, what did they have in common? [KOHL_R]

Theme Rheme

Fig. 3-9 Marked Theme in interrogative clauses

(3) Theme in imperative clauses. The basic message of an imperative clause is either ‘I
want you to do something’ or ‘I want us (you and me) to do something’. The second type
usually begins with let’s, as in let’s go home now; here let’s is clearly the unmarked choice of
Theme. But with the first type, although the ‘you’ can be made explicit as a Theme (e.g.
you keep quiet!, meaning ‘as for you, ... '), this is clearly a marked choice; the more typical
form is simply keep quiet, with the verb in thematic position. The function of the verb, in
the mood structure (clause as exchange), is that of Predicator; here, therefore, it is the
Predicator that is the unmarked Theme.

In negative imperatives, such as don’t argue with me, don’t let's quarrel about it, the
principle is the same as with yes/no interrogatives: the unmarked Theme is don’t plus the
following element, either Subject or Predicator. Again there is a marked form with you, e.g.
don’t you argue with me, where the Theme is don’t you. There is also a marked contrastive
form of the positive, such as do take care, where the Theme is do plus the Predicator take.
See the examples in Figure 3-10.

The imperative is the only type of clause in which the Predicator (the verb) is regularly
found as Theme. This is not impossible in other moods, where the verb may be put in first
position precisely to give it thematic status, e.g. forget in forget it I never shall; but in such
clauses it is the most highly marked choice of all.

Imperative clauses may have a marked Theme, as when a locative Adjunct in thematic in
a clause giving directions:

From this crossroads town # follow the main road south through increasingly arid landscapes towards
Rembitan, a pretty little village claiming a 17th-century mosque, then Sade. [Text 142]
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turn it down.

just place a blank CD in the drive,

and click the Burn CD icon.

try to prevent any teacher being singled out as inadequate.
you take the office

well Jane think of smoked salmon.

don’t do that

no don’t worry

let’s do lunch at the Ivy.

let's all think about that for a moment.
don't let’s quarrel about it

let me send Lesley a photocopy.

Theme Rheme

Fig. 3-10 Theme in imperative clauses

The Adjunct part of a phrasal verb (see Chapter 6, Section 6.3.5) may serve as marked
Theme in an imperative clause with an explicit Subject, as in Up you get!, Off you go — go
and bond!. Thus the question which element of the clause is typically chosen as Theme
depends on the choice of mood.? The pattern can be summarized as shown in Table 3-2.

Table 3-2 moop Tvee and unmarked Theme selection

moon of clause Typical (‘unmarked’) Theme

declarative nominal group functioning as Subject

interrogative: yes/no first word (finite operator) of verbal group plus nominal group functioning as Subject

interrogative: wh- nominal group, adverbial group or prepositional phrase functioning as interrogative (Wh-)
element

imperative: ‘you’ verbal group functioning as Predicator, plus preceding don't if negative

imperative: ‘you and me’ | fet’s plus preceding don’t if negative

exclamative nominal group or adverbial group functioning as exclamative (Wh-) element

9 This orientation of theme towards mood is a principle of metafunctional unification in English, and in a
number of other languages as well; but there is considerable variation across the languages of the world
(see Matthiessen, 2004b: Section 10.5). For example, Japanese is very different (see Teruya, 2004, 2007):
while the beginning of the clause is thematically significant, it is the end of the clause that indicates the
nature of the clause as exchange. In many languages, Wh- elements are associated with the focus of New
information rather than with Theme; and in yet other languages it is not given a special textual status at all.
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When some other element comes first, it constitutes a ‘marked’ choice of Theme; such
marked Themes usually either express some kind of setting for the clause or carry a feature
of contrast. Note that in such instances the element that would have been the unmarked
choice as Theme is now part of the Rheme.

The following passage from Dickens’ David Copperfield shows a typical context for the
choice of marked Themes in declarative clauses (see Figure 3-11):

Text 3-5: Recreating — narrative (written, monologic)

‘We came,’ repeated Mrs Micawber, ‘and saw the Medway. My opinion of the coal trade on that river is, that
it may require talent, but that it certainly requires capital. Talent, Mr Micawber has; capital, Mr Micawber
has not... We are at present waiting for a remittance from London, to discharge our pecuniary obligations at
this hotel. Until the arrival of that remittance, ... I am cut off from my home ..., from my boy and girl, and
from my twins.’

talent Mr Micawber has
capital Mr Micawber has not
Theme/Complement: Rheme

nominal group

until the arrival of that remittance | am cut off from my home

Theme/Adjunct: Rheme
prepositional phrase

Fig. 3-11 Examples of marked Theme in declarative clauses

At this point it may be useful if we introduce a system network showing the thematic
potential of the English clause as far as we will be taking it in this book: see Figure 3-12.

3.4 Textual, interpersonal and topical Themes

In our brief sketch of the metafunctions, at the end of Chapter 2, we said that the clause,
in its representational function, construes a quantum of human experience: some process
— some change, or in the limiting case lack of change, in the external or our own internal
environment. Processes are construed as a configuration of components of three types: (i)
the process itself; (ii) the participants in that process; and (iii) any circumstantial factors
such as time, manner or cause.

The guiding principle of thematic structure is this: the Theme contains one, and only one,
of these experiential elements.!® This means that the Theme of a clause ends with the first
constituent that is either participant, circumstance or process. We refer to this constituent,
in its textual function, as the topical Theme.

10 Although they are rare, we may find more than one circumstantial Adjunct as marked topical Theme (see
Halliday, 1967/8/2005: 80; Matthiessen, 1992: 51).

105



aWaY) Se pazijeuiwiou

aWay) se pazijeuiwou

<SUBLLIAJ3 3SN.JD JO LONNQLISIP>

passnaojun
Jayew
Se payew passnaoy
pasudal \
peyJBwUN ENERER]
JNIHL
pauopueqe

<BNJBWE[IXd pue
aneg0LIBUI-HM Ul payJewuns>

away) ym
R NOIIITIS

JNFHL

away) ym-uou
JEMU)

NOILIITIS
JNFHL

<dNyeg0La)Ul OU/Sak pue JEN)
aN1eIR|Iap Ul pay/ewun>

away) 109lqns

NOILIITIS
JNFHL

awauyy jounipe

JNIHL Jo wAYsAs 9yl ZT-€ "SiHd
awiay) [emxa] - —
U3 [emxa} INTHL
awayy [enyxal+ — T¥NLEL
away) [euossadigiul - —
(ot} [euosiatiol INGHL
away [euosiadiaul + — TVNOSHIAHIINI
—— paiiuspl
ONILHOMHOIH
pajealpaid INAHL aneaIpUl
INISSNI0d
d1ygIun
JNIHL Peel ——Jolew
J19y10
l_ NOILITIS
<aAijesadwi ur paysewuns I_ INTHL
awayy Jojeaipald

106



Textual, interpersonal and topical Themes

There may however be other elements in the clause preceding the topical Theme. These
are elements that are either textual or interpersonal in function, playing no part in the
experiential meaning of the clause. They can be summarized as shown in Table 3-3.

Table 3-3 Textual and interpersonal Themes

textual: continuative

conjunction [‘structural Theme’]

conjunctive Adjunct

interpersonal: modal/comment Adjunct [‘modal Theme’]

vocative

finite verbal operator [in yes/no interrogative]

They are listed in Table 3-3 in the order in which combinations typically occur. Most
of the time we find only one or two such elements in any one clause, although we could
construct an example to illustrate a multiple Theme containing each of these six types of
non-topical element in thematic position:

well but then surely Jean wouldn’t the best idea | be to joinin
cont stru conj modal voc finite topical
Theme Rheme

Let us flesh out these categories, so that we can explain why such ‘multiple Themes’ occur.!!

1  [textual] continuative. A continuative is one of a small set of words that signal a
move in the discourse: a response, in dialogue, or a new move to the next point
if the same speaker is continuing. The usual continuatives are yes no well oh now.
See Halliday & Hasan (1976: Chapter 5).

2 [textual] conjunction. A conjunction is a word or group that either links
(paratactic) or binds (hypotactic) the clause in which it occurs structurally to
another clause. Semantically, it sets up a relationship of expansion or projection;
see Chapter 7. Among the commonest are:

11 This is an area of the grammar of theme where languages vary considerably. For example, Tagalog makes a
sharp distinction between textual and interpersonal Themes on the one hand and experiential (topical) ones
on the other: the former are indicated positionally, being placed at the beginning of the clause, whereas
the latter are marked segmentally (by ang) and appear at the end of the clause in the unmarked case (see
Martin, 2004). Japanese makes a similar distinction, although, like textual and interpersonal Themes,
experiential ones tend to come early in the clause (Teruya, 2004, 2007). Germanic languages other than
Modern English have much lower tolerance for multiple Theme (see Steiner & Teich, 2004, on German,
and Andersen, Helm Petersen & Smedegaard, 2001, on Danish): apart from a structural conjunction,
only one textual, interpersonal or experiential element appears as Theme and is followed by the Finite
(thus overriding the principle of Subject before Finite in a declarative clause). In respect of its potential
for multiple Themes, English is similar to Romance languages (see e.g. Caffarel, 2000, 2004, 2006, on
French; Lavid, Ards & Zamorano-Mansilla, 2009, on Spanish).
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(paratactic) and or nor either neither but yet so then for

(hypotactic) when while before after until because if although unless since that whether to by
with despite as even ifin case supposing (that) assuming (that) given that provided (that) so that to
as to in order to in the event that in spite of the fact that

[textual] conjunctive Adjunct (‘discourse Adjunct’). These are adverbial groups
or prepositional phrases that relate the clause to the preceding text (see Table
3-4): they cover roughly the same semantic space as conjunctions. See Chapter 9,
Section 9.3.

[interpersonal] Vocative. This is any item, typically (but not necessarily) a
personal name, being used to address. See Chapter 4, Section 4.3.4.
[interpersonal] Modal/comment Adjunct. These express the speaker/writer’s
judgment on or attitude to the content of the message (see Table 3-5). See
Chapter 4 (cf. also Chapter 10, Section 10.2.2).

[interpersonal] Finite verbal operator. These are the small set of finite auxiliary
verbs construing primary tense or modality; they are the unmarked Theme of yes/
no interrogatives. See Chapter 4, Table 4-4 and Chapter 6, Section 6.3.1.

(primary tense) am is are was were do does did have has had shall will
(modality) can could may might shall should will would must ought

need dare

— including their negatives aren’t, can’t, etc.

Table 3-4 Conjunctive adjuncts

Type Meaning Examples
I appositive ‘l.e., e’ that is, in other words, for instance
corrective ‘rather’ or rather, at least, to be precise
dismissive ‘in any case’ in any case, anyway, leaving that aside
summative ‘in short’ briefly, to sum up, in conclusion
verificative ‘actually actually, in fact, as a matter of fact
Il additive ‘and’ also, moreover, in addition, besides
adversative ‘but’ on the other hand, however, conversely
variative ‘instead’ instead, alternatively
Il | temporal ‘then’ meanwhile, before that, later on, next, soon, finally
comparative ‘likewise’ likewise, in the same way
causal 's0’ therefore, for this reason, as a result, with this in mind
conditional ‘(if ...) then’ in that case, under the circumstances, otherwise
concessive ‘yet’ nevertheless, despite that
respective ‘as to that’ in this respect, as far as that’s concerned
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Table 3-5 Modal Adjuncts

Type Meaning Examples
|| probability how likely? probably, possibly, certainly, perhaps, maybe
usuality how often? usually, sometimes, always, (n)ever, often, seldom
typicality how typical? occasionally, generally, regularly, for the most part
obviousness how obvious? of course, surely, obviously, clearly
Il | opinion | think in my opinion, personally, to my mind
admission | admit frankly, to be honest, to tell you the truth
persuasion | assure you honestly, really, believe me, seriously
entreaty | request you please, kindly
presumption | presume evidently, apparently, no doubt, presumably
desirability how desirable? (un)fortunately, to my delight/distress, regrettably, hopefully
reservation how reliable? at first, tentatively, provisionally, looking back on it
validation how valid? broadly speaking, in general, on the whole, strictly speaking, in
principle
evaluation how sensible? (un)wisely, understandably, mistakenly, foolishly
prediction how expected? | to my surprise, surprisingly, as expected, by chance

Of these six categories, the first two, continuatives and conjunctions, are inherently
thematic: if they are present in the clause at all, they come at the beginning. The remainder
are what we might call characteristically thematic: they are very frequently found in a
thematic position (i.e. before the topical Theme), but they also occur in other locations in
the clause.

Why do these items favour thematic position in the clause — or, to put the question more
meaningfully, why are they associated with thematic function, either characteristically
or, in some cases, inherently? In the most general sense, they are all natural Themes: if
the speaker, or writer, is making explicit the way the clause relates to the surrounding
discourse (textual), or projecting his/her own angle on the value of what the clause is
saying (interpersonal), it is natural to set up such expressions as the point of departure. The
message begins with ‘let me tell you how this fits in’, and/or ‘let me tell you what I think
about this’.

Those that are inherently thematic are the (textual) continuatives and conjunctions.
As the language evolved, they have, as it were, migrated to the front of the clause and
stayed there. Essentially they constitute a setting for the clause (continuative), or else they
locate it in a specific logical-semantic relationship to another clause in the neighbourhood
(conjunction). In either case, their thematic status comes as part of a package, along with
their particular discursive force.
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By the same token, however, since these items are thematic by default, when one of them
is present it does not take up the full thematic potential of the clause in which it occurs.
What follows it will also have thematic status, almost if not quite as prominently as when
nothing else precedes. We can demonstrate this by reference to the concept of ‘marked
(topical) Theme’, as described in Section 3.3. On the one hand, after a continuative or
a conjunction it is still possible to introduce a marked type of topical Theme, either in
contrast or as a setting; for example (from Charles Darwin, The origin of species):

When in any country several domestic breeds have once been established ...

Note that the only reason for choosing this marked order of elements is to make in any
country thematic. On the other hand, such marked Themes appear to be slightly less
frequent when there is some inherently thematic item in the clause, suggesting that some
of the ‘quantum of thematicity’ has already been taken up.

The items that are characteristically thematic are the (textual) conjunctive Adjuncts, and
the (interpersonal) vocatives, modal and comment Adjuncts, and (in yes/no interrogative)
finite verbal operators.

The conjunctive Adjuncts (often called ‘discourse Adjuncts’), as noted above, cover
roughly the same semantic space as the conjunctions; but whereas conjunctions set up
a grammatical (systemic-structural) relationship with another clause, which may be
either preceding or following, the relationship established by conjunctive Adjuncts, while
semantically cohesive, is not a structural one (hence they can relate only to what has gone
before). These Adjuncts often are thematic; but they do not have to be. We may have
either therefore the scheme was abandoned, with therefore as textual Theme, or the scheme
was therefore abandoned, with therefore falling within the Rheme. Note how the Theme +
Rheme analysis enables us to explain the difference in meaning between pairs of agnate
clauses such as these.

The same principle extends to the interpersonal elements. If there is a Vocative in the
clause, or a modal or comment Adjunct, it is quite likely to be thematic: these items are
characteristic of dialogue, in which the speaker may be calling the attention of the listener,
or else expressing his or her own angle on the matter in hand, whether probable, desirable
and so on, and hence they tend to be brought in as key signature to the particular move in
the exchange — in other words, as Theme of the clause. For example (Theme indicated by
underlining),

Maybe we could develop our listening skills. [UTS/Macquarie Corpus]
Kate, I must say this fish is cooked beautifully. [Text 82]

YOUR MAJESTIES, YOUR ROYAL HIGHNESSES, DISTINGUISHED GUESTS, COMRADES AND
FRIENDS, today all of us do, by our presence here, and by our celebrations in other parts of our country and
the world, confer glory and hope to newborn liberty. [Mandela’s Inaugural]

King: Senator Rudman, what does it say to you?

Rudman: Well, Larry, unfortunately, << as you know — we discussed it the other night — >> the reason

our commission came to the conclusion that terrorism was the No. 1 threat — we talked about chemical,
biological and nuclear — and the reason we came to that conclusion is we had information, intelligence and
other, over the last 3 1/2 years that indicated to us that efforts were under way to manufacture a number of
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instrumentalities that could be delivered to this country to cause mass destruction, which is what this is doing,
as opposed to mass destruction, which is what would happen with certain types of chemical and certainly
nuclear weapons. [KING_Interviews]|

Well look, honestly, Mrs Finney, my suggestion to you would be that if you want to read English honours you
should spend a year in solid preparation for it and then reapply. [Text 135]

Again, the difference in meaning stands out if one transfers either or both of these items to
a location within the Rheme:

It's alright Kate. [Text 82]
Well you are proposing taking on quite something, Mrs Finney, aren’t you? [Text 135]

Well, usually means mostly, doesn’t it, Mary? [Text 76]

How about the test referred to earlier: when any of these characteristically thematic items
is present in the Theme, may it still be followed by a marked topical Theme? The answer
is clearly yes (as illustrated by the example above from Mandela’s Inaugural, with Vocative
followed by Time: your majesties ... today), but rather more seldom. It seems as if the presence
of one of these elements, since it does involve a choice on the part of the speaker, uses up
rather more of the thematic energy of the clause — but still not all of it. The fact that we do
find clauses such as unfortunately protein you can’t store, with marked topical Theme in such
an environment, shows that the experiential element following the interpersonal Adjunct still
carries thematic status — otherwise there would be no sense in fronting it. This, in turn, means
that an ordinary unmarked Theme under the same conditions is just that — an unmarked
topical Theme. We could set up a paradigm as follows, showing the effect of different initial
selections in the clause: (1) no non-topical Theme, (2) with inherently thematic non-topical
Theme, (3) with characteristically thematic non-topical theme; it will be seen that the marked
topical Theme becomes, as it were, more and more marked at each step.

topical Theme unmarked topical Theme marked
(1) you + can't store protein protein + you can't store
(2) but you + can't store protein but protein + you can't store
3) however you + can't store protein however protein + you can't store

What we learn from studying this kind of variation in the order of clause elements in
spoken and written discourse could be summed up as follows. (i) Initial position in the
English clause is meaningful in the construction of the clause as a message; specifically,
it has a thematic function. (ii) Certain textual elements that orient the clause within the
discourse, rhetorically and logically, are inherently thematic. (iii) Certain other elements,
textual and interpersonal, that set up a semantic relation with what precedes, or express
the speaker’s angle or intended listener, are characteristically thematic; this includes finite
operators, which signal one type of question. (iv) These inherently and characteristically
thematic elements lie outside the experiential structure of the clause; they have no status
as participant, circumstance or process. (v) Until one of these latter appears, the clause
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lacks an anchorage in the realm of experience; and this is what completes the thematic
grounding of the message. We can now approximate more closely to the identification of
the Theme: the Theme of a clause extends from the beginning up to, and including, the
first element that has an experiential function — that is either participant, circumstance or
process. Everything after that constitutes the Rheme.

There is one further category that is ‘characteristically thematic’, namely the WH- items.
We have already mentioned WH- interrogatives: these function as the unmarked Theme of a
WH- interrogative clause. We can now see that these items have in fact a two-fold thematic
value: they are at the same time both interpersonal and topical — interpersonal because they
construe the mood, topical because they represent participant or circumstance. Note that
it is the group or phrase in which the WH- interrogative word occurs that has this status,
not the interrogative word by itself. For example, see Figure 3-13.

to what extent is The Snow Leopard a shaped creation?
interpersonal topical
Theme Rheme

Fig. 3-13 Wh- element (interrogative) as Theme

WH- items also function as relatives, marking a ‘relative clause’ — one that is structurally
related to another by hypotaxis or embedding; see Chapter 7, Sections 7.4.1.2 and Section
7.4.5 on. Like WH- interrogatives, WH- relatives are also characteristically thematic —
the group or phrase in which they occur is the unmarked Theme of a relative clause;
and likewise they combine topical with a non-topical function, in this case textual.'? For
example, see Figure 3-14.

(the book is faithful to the time) | in which it took place
textual topical
Theme Rheme

Fig. 3-14 Wh- element (relative) as Theme (Text 7)

12 The textual Theme of a relative element is inherently thematic; in this respect, it is like other structural
Themes — binders and linkers. Consequently, the topical Theme part is also inherently thematic; but since it
is inherent, it seems that it leaves some potential for other experiential elements to follow the Wh- element,
preceding the Finite, as in: ||| Palos Verdes Estates is a residential community of fine homes on large lots, ||
which until the 1950s was restricted to Spanish-style architecture of white stucco with red tile roofs ||| [Text
140]. Here the Wh- element is followed by the circumstance of Time until the 1950s, preceding the Finite
element was. There is clearly a variant with the temporal circumstance within the Rheme (showing that
until the 1950s is not part of a nominal group complex with which): which was restricted to Spanish-style
architecture of white stucco with red tile roofs until the 1950s. Similarly: It is also the founding principle of
the Freedom Charter [[we adopted as policy in 1955]], || which in its very first lines, places before South Africa
an inclusive basis for citizenship [Text 181]; and yet, the outcome was [[[he’d committed himself to flying to
Trinidad || to renew a friendship with a man [[who in his youth had been his closest friend || but who now was
no more than a stranger]]] ]Il [ACE_L].
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WH- relatives are either definite or indefinite; see Table 3-6.

Table 3-6 Relatives

Type Examples
definite which, who, that, whose, when, where (why, how)
indefinite whatever, whichever, whoever, whosoever, whenever, wherever, however

Thus all WH- groups and phrases have this dual function: on the one hand, as an element
in the experiential structure; on the other hand, as marker of some special status of the
clause, interrogative (mood) or relative (dependence). These two values, interrogative and
relative, are themselves related at a deeper level, through the general sense of ‘identity to
be retrieved from elsewhere’; the ‘indefinite’ ones illustrate a kind of transition between
the two:

Where are you going? (‘I don’t know; tell me”) [interrogative: definite]
Wherever are you going? (‘T can’t imagine!”) [interrogative: indefinite]
Wherever you're going, ... (‘it doesn’t matter’) [relative: indefinite]

The town where you're going ... (‘it’s a certain town’) [relative: definite]

The category of WH- element opens up this semantic space, of an identity that is being
established by interrogation, perhaps with an element of challenge or disbelief; or put
aside as irrelevant; or established relative to some other entity. The WH- element in turn
is part of a wider set embracing both WH- and TH- forms, which taken together fulfil a
deictic or ‘pointing out’ function, as set out in Table 3-7 TH-items and WH-items — see
Table 3-7.

Table 3-7 TH-items and WH-items

TH- items WH- items
nominal the this that which what who whose
adverbial there then thus where when how/why
[thence thither] [whence whither]
there- fore/b, etc. where- fore/by, etc.

Examples (nominal) are shown in Table 3-8.
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Table 3-8 Examples of nominal TH-items and WH-items

Meaning Deictic type Example
(1) I'm telling you which TH- | saw the one, this/that (one)
2) I'm not telling you which: WH-
(a) I'm asking you (bounded) int. def. which/who/what did you see?
(b) I'm asking you (unbounded) int. indef. Whichever, etc. did you see?
(c) I’'m not concerned rel. indef. Whichever, etc. you saw
(d) I'm telling you about something else rel. def. the one which/who | saw

The ‘defining relative clause’ (d) is anomalous, in that, while it does not itself identify the
thing or person seen, it uses the fact of my seeing for the purpose of identification. This is
why there is an alternative form using a TH- item as relative: the one that I saw — and also
a ‘contact’ type, which avoids choosing either, the one I saw.

The generalization we can make here is that all deictic elements are characteristically
thematic; we shall see later that this same principle applies also at group rank, in the verbal
and nominal group (Chapter 6). This in turn sheds light on the nature of the Theme as a
grounding for the clause as message.

We suggested earlier that the Theme + Rheme structure is not so much a configuration
of clearly bounded constituents as a movement running through the clause; this is one
perspective which it is useful to keep in view (cf. Matthiessen, 1992). At the same time,
there is one significant feature that does tend to create a clearly defined boundary between
the two, given that the Theme is delineated as suggested here. This depends on another
feature that we will explore in the next section, that of information as introduced in
Chapter 1.

3.5 The information unit: Given + New

We referred in Chapter 1 to the concept of ‘discourse flow’, and introduced the textual
component within the grammar as the resource for creating discourse — text that ‘hangs
together’, with itself and with its context of situation.

These textual resources are of two kinds: (i) structural, (ii) cohesive. What this means is
as follows. The grammar construes structural units up to the rank of the clause complex
(which is what lies behind the sentence of written English); there it stops. But although
the grammar stops here, the semantics does not: the basic semantic unit is the text (cf.
Chapter 1, Section 1.4.2), which can be as long as a novel, an epic, or a treatise. So the
grammar provides other, non-structural resources for managing the flow of discourse: for
creating semantic links across sentences — or rather, semantic links that work equally well
either within or across sentences. These latter are referred to collectively under the name of
cohesion (see Halliday & Hasan, 1976, 1985) and will be dealt with in Chapter 9.

Below the clause complex, the grammar manages the discourse flow by structural means;
and here there are two related systems at work. One is a system of the clause, viz. THEME; this
we have been discussing throughout the present chapter so far. The THEME system construes
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the clause in the guise of a message, made up of Theme + Rheme. The other is the system
of INFORMATION. This is a system not of the clause, but of a separate grammatical unit, the
information unit (cf. Halliday, 1967a, 1967/8; Halliday & Greaves, 2008: Section 5.1). The
information unit is a unit that is parallel to the clause and the other units belonging to the
same rank scale as the clause:

clause information unit
group/ phrase
word

morpheme

Since it is parallel with the clause (and the units that the clause consists of), it is variable
in extent in relation to the clause, and may extend over more than one clause or less than
one clause; but in the unmarked case it is co-extensive with the clause (see further below).

In Chapter 1 we introduced the tone group, defining it as a unit of English phonology
(Section 1.2.2); we then went on to say that the tone group functions grammatically as
realization of a quantum of information in the discourse. It is this quantum of information
that we have called the information unit. Spoken English unfolds as a sequence of information
units, typically one following another in unbroken succession — there is no pause or other
discontinuity between them.

Text 3-6 is a passage of transcribed speech showing some features of intonation: tone
group boundary, marked by double slash //, foot boundary by single slash, silent beat by #;
beginning of tonic segment, shown by bold type.

Text 3-6: Enabling — instructing (spoken, dialogic): the ‘Silver Text’ showing tonality
and tonicity

Manageress: // A in / this job / Anne we’re // working with / silver // A now / silver / needs to have / love //
{Anne: // yeah. //} you / know * the // people that / buy silver // love it //

Anne: // yeah // guess they / would //

Manageress: // yeah // mm / ~ well / naturally I / mean to / say that it’s // got a / lovely / gleam a/bout it you
/ know // A and / if they come / in they’re // usually / people who / love / beautiful / things // » so / you /
have to be / beautiful / with it you / know // A and you / sell it with / beauty //

Anne: // um //

Manageress: // A you/ ~ I'm / sure you know / how to do // that // ~ // oh but you / must // let’s hear / A /
let’s hear / A /look / A you say // madam // isn’t that / beautiful // A if / you sug/gest it’s beautiful // they /
see it as / beautiful //

An information unit does not correspond exactly to any other unit in the grammar. The
nearest grammatical unit is in fact the clause; and we can regard this as the unmarked or
default condition: other things being equal, one information unit will be co-extensive with
one clause. But other things are often not equal, for reasons that will be brought out in
the following sections. Thus a single clause may be mapped into two or more information
units; or a single information unit into two or more clauses. Furthermore, the boundaries
may overlap, with one information unit covering, say, one clause and half of the next.
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So, the information unit has to be set up as a constituent in its own right. At the same
time, its relationship to the clausal constituents is by no means random, and instances of
overlapping boundaries are clearly ‘marked’; so the two constituent structures, the clausal
and the informational, are closely interconnected.

The information unit is what its name implies: a unit of information. Information, in this
technical grammatical sense, is the tension between what is already known or predictable
and what is new or unpredictable. This is different from the mathematical concept of
information, which is the measure of unpredictability. It is the interplay of new and not
new that generates information in the linguistic sense. Hence the information unit is a
structure made up of two functions, the New and the Given.

In the idealized form each information unit consists of a Given element accompanied by
a New element. But there are two conditions of departure from this principle. One is that
discourse has to start somewhere, so there can be discourse-initiating units consisting of a
New element only. The other is that by its nature the Given is likely to be phoric - referring
to something already present in the verbal or non-verbal context; and one way of achieving
phoricity is through ellipsis, a grammatical form in which certain features are not realized
in the structure (see Chapter 9). Structurally, therefore, we shall say that an information
unit consists of an obligatory New element plus an optional Given.

The way this structure is realized is essentially ‘natural’ (non-arbitrary), in two respects:
(i) the New is marked by prominence; (ii) the Given typically precedes the New. We will
look at these two features in turn.

(i) Each information unit is realized as a pitch contour, or tone, which may be
falling, rising or mixed (falling-rising, rising-falling) (for the details of the tones
see Chapter 4, Section 4.3). This pitch contour extends over the whole tone
group. Within the tone group, one foot (and in particular its first syllable) carries
the main pitch movement: the main fall, or rise, or the change of direction. This
feature is known as tonic prominence, and the element having this prominence is
the tonic element (tonic foot, tonic syllable). We indicate tonic prominence by a
form of graphic prominence: bold type for print, wavy underlining for manuscript
and typescript. The element having this prominence is said to be carrying
information focus.

(ii) The tonic foot defines the culmination of what is New: it marks where the New
element ends." In the typical instance, this will be the last functional element
of clause structure in the information unit. As this implies, the typical sequence
of informational elements is thus Given followed by New. But whereas the end
of the New element is marked by tonic prominence, there is nothing to mark
where it begins; so there is indeterminacy in the structure. If we take an instance
out of context, we can tell that it culminates with the New; but we cannot tell
on phonological grounds whether there is a Given element first, or where the
boundary between Given and New would be. (This is not always true; see below.)

13 In some languages there may be special focus particles (as in Hindi), which may be derived from a theme
predication construction (cf. Harris & Campbell, 1995).
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For example, in Figure 3-15, we know that on the burning deck is New, because
that is the element on which the prominence falls; but we cannot tell whether the
New extends also to stood and the boy.

// ~ the / boy stood / on the / burning / deck //

New

Fig. 3-15 Unit with New element only

In real life we do not usually meet with text out of context, so there is other evidence for
interpreting the information structure. For example, the first two clauses of the silver text
were: In this job, Anne, we’re working with silver. Now silver needs to have love. The second
clause was spoken as follows:

// ~ now / silver / needs to have / love //

Taken by itself, this also is undecidable: all we know is that at least love is New. But given
the preceding clause, we know that silver was in fact Given; the New element starts at needs
(see Fig. 3-16).

// ~now / silver / | needs to have / love //

Given New

Fig. 3-16 Unit with Given and New elements

(It is not quite true to say that there are no phonological indices of the Given-New
structure before the tonic prominence; this is one of the functions of variation in rhythm.
Compare the two following versions in Figure 3-17:

(@) I'll tell you about silver. It needs to have love.

// «it/ needs to have / love //

Given New

(b) I'll tell you what silver needs. It needs to have love.

// .itneedsto have / love //

Given ——— > New

Fig. 3-17 Rhythmic indications of information structure

In (a), needs is salient, which indicates that it is the beginning of the New; whereas in (b) it
is part of the initial proclitic foot, reflecting the fact that in this instance it is Given, being
mentioned in the preceding clause. But not all Given elements are characterized by this
absence of salience.)
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The unmarked position for the New is at the end of the information unit. But it is possible
to have Given material following the New; and any accented matter that follows the tonic
foot is thereby signalled as being Given. For example, see Figure 3-18:

You say ‘Madam, isn’t that beautiful?’ If you suggest it’s beautiful, they see it as beautiful.

//aif/ yousug/gest | it's/ beautiful // they / see | itas/ beautiful //

New Given New Given

Fig. 3-18 Marked information structure

Here suggest and see are New; you and they are also New, not because they have not been
mentioned before but because they are contrastive (in this case with each other). But ‘it +
be beautiful’ is Given. The fact that the two occurrences of beautiful are both post-tonic
makes explicit the fact that they refer back to the question Isn't that beautiful? in the
preceding sentence. This is an instance of marked information focus.

We can now see more clearly what the terms Given and New actually mean. The
significant variable is: information that is presented by the speaker as recoverable (Given)
or not recoverable (New) to the listener. What is treated as recoverable may be so because
it has been mentioned before; but that is not the only possibility. It may be something
that is in the situation, like I and you; or in the air, so to speak; or something that is
not around at all but that the speaker wants to present as Given for rhetorical purposes.
The meaning is: this is not news. Likewise, what is treated as non-recoverable may be
something that has not been mentioned; but it may be something unexpected, whether
previously mentioned or not. The meaning is: attend to this; this is news. One form of
‘newness’ that is frequent in dialogue is contrastive emphasis such as that on you and I in
the following:

// you can / go if you / like // 'm not / going //

There are a number of elements in language that are inherently ‘given’ in the sense that
they are not interpretable except by reference to some previous mention or some feature of
the situation: anaphoric elements (those that refer to things mentioned before) and deictic
elements (those that are interpreted by reference to the ‘here-&-now’ of the discourse).
Typically these items do not carry information focus; if they do, they are contrastive. So
when we say that, for any information unit, the unmarked structure is that with the focus
on the final element, this excludes any items that are inherently given. So, for example, in
How’d you go at that interview today? the unmarked form, and the one actually used by the
speaker, was

// how’d you / go at that / interview to/day /
with today, which is a deictic element, occurring as a post-tonic item.

Here is a little text (Text 3-7) from a five-year-old child showing clearly his mastery of
the information structure:
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Text 3-7: Sharing leading into expounding — explaining: the ‘North Star’ text
Child: Shall I tell you why the North Star stays still?

Parent: Yes, do.

Child: Because that’s where the magnet is, and it gets attracted by the earth. But the other stars don’t; so they
move around.

// shall 1/ tell you / why the / North / Star / stays / still //
// yes // do //

// ~ because / that’s // where the / magnet / is// » and it gets at/tracted by the // earth // » but the / other /
stars // don’t // ~ so / they // move a/round //

The child begins with an offer of information in which everything is fresh; the focus is in its

unmarked place, at the end. The offer is accepted, and he continues with the explanation.
The pattern is now as in Table 3-9:

Table 3-9 Given and New elements in the North Star text

Given New

1 because that's contrastive
2 where the magnet fresh

3 and it gets attracted ”

4 by the earth »

5 but the other contrastive
6 stars don't ”

7 S0 they "

8 move around fresh

(Note in relation to the discussion in Chapter 9, that all the Given items, and also the
New items that are contrastive, are also cohesive in the discourse.) In the explanation,
each of the four clauses is structured into two information units; the focus is (i) on items
containing new (fresh) information (the magnet, gets attracted, by the earth); and (ii) on
contrastive items (that (= the North Star), the other (stars, i.e., not the North Star), don’t
(get attracted), they (again by contrast to the North Star) move around (move around also
contrasts with stays still). Note in connection with Section 4.3 that all fresh items are tone
1 and all contrastive items tone 4. The Given items are the anaphoric reference item it;
the word stars (post-tonic following other), and the conjunctives because ... and ... but ... so
(harking back to why in the first turn.)

3.6 Given + New and Theme + Rheme

There is a close semantic relationship between the system of INFORMATION and the system
of THEME — between information structure and thematic structure. This is reflected in the
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unmarked relationship between the two. Other things being equal, one information unit is
co-extensive with one (ranking) clause (‘unmarked tonality’); and, in that case, the ordering
of Given » New (‘unmarked tonicity’) means that the Theme falls within the Given, while
the New falls within the Rheme.

But although they are related, Given + New and Theme + Rheme are not the same thing.
The Theme is what I, the speaker, choose to take as my point of departure. The Given is
what you, the listener, already know about or have accessible to you. Theme + Rheme is
speaker-oriented, while Given + New is listener-oriented.

But both are, of course, speaker-selected. It is the speaker who assigns both structures,
mapping one on to the other to give a composite texture to the discourse and thereby relate
it to its environment. At any point of the discourse process, there will have been built up
a rich verbal and non-verbal environment for whatever is to follow; the speaker’s choices
are made against the background of what has been said and what has happened before. The
environment will often create local conditions that override the globally unmarked pattern
of Theme within Given, New within Rheme.

Within any given scenario, or set of contextual conditions, the speaker can exploit the
potential that the situation defines, using thematic and information structure to produce an
astonishing variety of rhetorical effects. He can play with the system, so to speak. A very
frequent type of linguistic game-playing is the use of these two systems to achieve complex
manoeuvres of putting the other down, making him feel guilty and the like. Since these
strategies usually have a lengthy history of interaction behind them, it is hard to exemplify
in a short space; but Text 3.8 is a little conversation overheard on a commuter train:

Text 3.8: Sharing — casual conversation (spoken, dialogic)
Are you coming back into circulation?

— I didn’t know I was out.

— T haven’t seen you for ages.

// A are / you coming / back into / circu/lation //
// ~ 1/ didn’t / know I was / out //

// ~ 1/ haven’t / seen you for / ages //

Figure 3-19 gives the analysis in thematic and informational terms.

are you coming back | into circulation
interpersonal topical
Theme Rheme

New Given

Fig. 3-19 Theme and information (1)

Speaker 1 initiates the dialogue: (i) Theme are you ‘I want to know something about you;
give an account of yourself — yes or no?’; (ii) into circulation treated as Given, ‘that’s the

120



Given + New and Theme + Rheme

norm’, with the New made up of contrastive back ‘but you've been away’ plus fresh are you
coming ‘so I need an explanation’ — see Figure 3-20.

| didn't know was out

Theme Rheme ‘in my opinion +
Theme Rheme | wasn't out’
Given New

Fig. 3-20 Theme and information (2)

Speaker 2 recognizes the attack and defends himself with mild irony: (i) Theme ‘from
my angle’, with I didn’t know as interpersonal metaphor for ‘in my estimation’ plus negative
(see Chapter 10 below); (ii) Information: New = contrastive out (contrasting with back) and
extending back over everything except perhaps the initial I; ‘as I see it, I was not away, so
you are wrong’ — see Figure 3-21.

I haven't seen you for ages

Theme Rheme

New Given

Fig. 3-21 Theme and information (3)

Speaker 1 returns to the attack in a vein which a fiction writer might label ‘accusingly’: (i)
Theme I, i.e. ‘I stick to my perspective (the only one that counts)’; (ii) Information: New =
contrastive seen (and hence the clause element haven't seen) ‘so you were out of circulation’;
for ages treated as Given by reference back to into circulation with implication of regularity
over a long period. The overall message is: ‘you weren’t where I was, to be kept tabs on; so
it's your fault’. It is not hard to make a character sketch of the two speakers on the basis of
this little bit of dialogue. Note that because something is not phonologically prominent this
does not mean it is not important to the message!

The intonation and rhythm shown here are as they were on the occasion observed. One
can think of many variants in the textual semantics. Speaker 1, for example, might have
put another focus on I in the last line:

// T haven't // seen you for / ages //

thus making his own self-centredness a little more explicit. It is a useful exercise to take
a passage of spontaneous dialogue and vary the texture of Theme + Rheme and Given +
New, noting the effect. One sees very clearly how this interplay of thematic and information
structure carries the rhetorical gist of the clause. For a more detailed treatment of these
features, see Halliday & Greaves (2008).
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3.7 Predicated Themes

There is one further resource that figures prominently in the organization of the clause as
a message. This is the system of THEME PREDICATION (see Halliday, 1967/8/2005: 99-103'4),
which involves a particular combination of thematic and informational choices. Here are
some examples from spoken discourse:

it was Jane that started it
it wasn't the job that was getting me down
is it Sweden that they come from?

it was eight years ago that you gave up smoking

Any element having a representational function in the clause can be marked off by
predication in this way. Let us go back to the duke, the aunt and the teapot — but perhaps
with a slight variation: corresponding to the queen sent my uncle that hat-stand we could
have:

it was the queen who sent my uncle that hat-stand
it was my uncle the queen sent that hat-stand

it was that hat-stand the queen sent my uncle

This system resembles that of THEME IDENTIFICATION (see Section 3.2), in that it does
identify one element as being exclusive at that point in the clause. Both are in fact equative
constructions. But there are also differences between the two. Let us take one of the above
examples and derive a paradigm from it, controlling for information focus:

it wasn't the job that was getting me down
[exclusive: job as Theme/New]|

the job wasn’t getting me down
[non-exclusive: job as Theme/(marked) New]
the job wasn’t what was getting me down
[exclusive: job as Theme/(marked) New]
what was getting me down wasn’t the job

[exclusive: job as Rheme/New]

The neutral variant of the clause lacks the ‘equative’ feature: none of the elements is identified
as the unique filler of the role. The identifying and predicated forms share the equative
feature; but they differ in the choice of Theme, and in the mapping of Theme + Rheme onto

4 Theme predication is often discussed under the heading of ‘cleft sentence’ — a term going back to
Jespersen (e.g. 1928: 37, 88-92; 1937: Section 25.4), or ‘itclefts’ to distinguish them from ‘wh- clefts’ or
‘pseudo-clefts’ (theme identification).
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Given + New. In the identifying type, the job is either non-thematic or, if thematic, then
marked for informational status. In other words, the cost of choosing the job as Theme is that it
becomes strongly foregrounded information — just as it is in the neutral form of the clause; the
meaning is something like ‘take special note: this is improbable, or contrary to expectation’
(for a corpus-based investigation of the uses of theme predication, see Collins, 1991).

In the predicating type, on the other hand, the job retains its thematic status; but it also
carries the focus of information without such additional foregrounding: the conflation of
Theme with New is a regular feature. The sense is, of course, contrastive, because of the
exclusive equation:

it wasn’t the job that was getting me down ‘it was something else’

— but there is no implication that the proposition is difficult to accept.

It is this mapping of New and Theme, in fact, that gives the predicated theme construction
its special flavour. The difference may be felt from some other pairs of agnate clauses (see
Text 3-9).

Text 3-9: Sharing — casual conversation (spoken, dialogic)
A: Craig was saying, when we were driving over here, about in Sweden, you know, when Nokia - is it Sweden
that they come from?

B: Finland.
A: Finland or ... anyway one of those Scandinavian countries, ... the mobile is used for everything, like —

B: Opening the garage door and letting the kids in the house and ...

Contrast is Sweden where/the place they come from?

A: T was only 29 back then. I had the whole of my life ahead of me.

B: 29?7 That means it was eight years ago that you gave up smoking.

Contrast eight years ago was when/the time you gave up smoking.

A: It was on fire and that was the first day after it came back from getting fixed.
B: The horn was on fire was it?
C: It was the wire going into the horn that burnt out.

A: Was it?

Contrast the wire going into the horn was what burnt out.

The predicated Theme structure is frequently associated with an explicit formulation of
contrast: it was not ... , it was ... , who/which ... ; for example (from the report of the Sydney
Morning Herald’s London correspondent on the publication of The Holy Blood and the Holy
Grail, 21 January 1982):

And, say the authors, it was Mary Magdalen, not Mary the Mother of Jesus, who has been the real, if secret,
object of Mariolatry cults down the ages.
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Here the Theme is And ... (it was) Mary Magdalen, not Mary the Mother of Jesus, (who). In
such cases, the contrast between the two Mary’s clearly indicates that both should be read
as New. But even without the contrast being made explicit, the unmarked focus still falls
on the Theme; hence this structure is often used by writers to signal that this is the reading
that is intended.

Since tonic prominence is not marked in writing, the predication has the additional
function in written English of directing the reader to interpret the information structure in
the intended way. Suppose we have the sequence:

tJohn’s father wanted him to give up the violin. His teacher persuaded him to continue.

In the second sentence, the natural place for the tonic accent is continue, which makes the
effective contrast that between giving up and continuing. If we replace this with

John's father wanted him to give up the violin. It was his teacher who persuaded him to continue.

the tonic accent now falls on teacher; the fact that John continued is taken as given, and the
contrast is between his teacher’s attitude and that of his father.

It may be helpful here to give the full thematic analysis: see Figure 3-22. Version (a)
shows the local thematic structure; here both Themes are unmarked (it and who are both
Subjects). Version (b) shows the thematic structure of the whole clause as predicated
Theme. Note that here the Subject is it ... who persuaded him to continue (see Chapter 4,
Section 4.7, especially Figure 4-29).

It was his teacher who persuaded him to continue
(a) Theme Rheme Theme Rheme
(b) Theme Rheme

Fig. 3-22 Thematic structure of clause with predicated Theme

A structure that can look superficially like Theme predication, but is not, is that involving
postposition, where one nominal element of the clause — typically the Subject, though not
always — is delayed to the end and the appropriate pronoun is inserted as a substitute in its
original slot. This may be a nominal group, as in:

they don’t make sense, these instructions

shall I hang it above the door, your Chinese painting?

in some places they’ve become quite tame, the wombats
Here the Theme is, as usual, the item(s) in first position: they, shall + I, in some places; while
the postposed nominal functions as Afterthought, realized prosodically by a second, minor

tonic with tone 3:

//'1 ~ they / don’t make / sense these in// 3 structions //
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Now, one common type of these clauses is that where the postposed Subject is an embedded
‘fact’ clause (see Chapter 5, Section 5.3, and Chapter 7, Section 7.5.7). Here the pronoun
substitute is always it:

it helps a lot to be able to speak the language

I don’t like it that you always look so tired

So if the postposed fact clause is introduced by that, and the matrix clause has the verb be
plus a nominal, the result may look like a predicated Theme; for example:

it was a mistake that the school was closed down

it's your good luck that nobody noticed

But these are not predicated Themes; the postposed Subject is not a relative clause, and
there is no agnate form with the predication removed, proportional to it was his teacher
who persuaded him to continue: his teacher persuaded him to continue. The last example is
in fact ambiguous, and could be used to illustrate the difference: it’s your good luck (that)
nobody noticed

(i) predicated Theme: agnate to
nobody noticed your good luck
(ii) postposed Subject: agnate to

the fact that nobody noticed was your good luck

(Cf. Chapter 4, Section 4.7.)

3.8 Theme in bound, minor and elliptical clauses

We have not explicitly considered Theme in clauses other than free ones, although by
referring to conjunctions and relatives as structural Themes we have suggested that such
clauses do display thematic structure.

There is thematic structure, in fact, in all major clause types: that is, all clauses expressing
mood and transitivity, whether independent or not. But, as we have seen, there is a kind of
scale of thematic freedom: whereas in a free declarative clause the speaker has a free choice
of Theme — other things being equal he will map it on to the Subject, but this is merely
the unmarked option — the further one moves away from this most open-ended form of
the clause, the more the thematic options are restricted by structural pressures from other
parts of the grammar, pressures that are themselves thematic in origin. In interrogatives
and imperatives, and even more strongly in clauses that are not independent, the thematic
principle has determined what it is that will be the Theme of the clause, leaving only a
highly marked alternative option (as in interrogative) or else no alternative at all.

However, we have also seen that there is a compensatory principle at work whereby,
if what comes first is ‘fixed’ (in the sense that its being first is an essential or at least
typical characteristic), then what comes next may retain some thematic flavour. If the
initial element is there as the expression not of thematic choice but of some other option
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in the grammar, then what follows it is also part of the Theme. We have embodied this in
a general principle of interpretation whereby the Theme of a clause extends up to the first
element that has some representational function in the clause (the ‘topical’ Theme). Hence
in a dependent clause such as if winter comes, one part of the Theme is the if, expressing the
nature of the clause’s relation to some other clause in the neighbourhood, and the other
part is winter, which has a function both in transitivity (as Actor) and in mood (as Subject).

The significance of these patterns emerges when we come to consider the importance of
clause theme in the overall development of a text. By itself the choice of Theme in each
particular instance, clause by clause, may seem a fairly haphazard matter; but it is not. The
choice of clause Themes plays a fundamental part in the way discourse is organized; it is
this, in fact, that constitutes what has been called the ‘method of development’ of the text
(see e.g. Fries, 1981, and contributions to Ghadessy, 1995; and to Hasan & Fries, 1995).
In this process, the main contribution comes from the thematic structure of independent
clauses. But other clauses also come into the picture, and need to be taken account of in
Theme-Rheme analysis. This can be seen in the text that is analysed in Section 3.9.

We shall not treat other types of clause in very great detail, partly because their thematic
structure is less variable and partly because in any case we could not do so without making
frequent reference to later chapters, to the discussion that is still to come. Here, however,
is a summary of the thematic organization of clauses other than those that are independent,
major, and explicit.

(1) Dependant Bound clauses (Chapter 7). (i) If finite, these typically have a
conjunction as structural Theme, e.g. because, that, whether, followed by a topical
Theme; for example, see Figure 3-23.15

[ asked] whether pigs have wings
[they knew] that in spring the snow would melt
[he left] because his work was done

structural topical

Theme Rheme

Fig. 3-23 Theme in finite bound clauses (with conjunctions)

If the bound clause begins with a WH- element, on the other hand, that element
constitutes the topical Theme, e.g. see Figure 3-24.

15 With bound intensive relational clauses that are concessive, there is a special thematic option with the
topical Theme coming before the binder though, e.g. Achyut Abhyankar << talented though he is >>,
should be more restrained in his vocal ‘sangat’ [KOHL_C]; Vicious though she looked || the Contessa was no
exception [LOB_N]. The clause culminates with the Process, which is thus likely to be the Focus of New
information. Contrast: though she looked vicious and vicious though she looked.
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(2)

©)

4)

[ asked] why no one was around
[they knew] which side their bread was buttered
[Caesar] whose army never lost a battle
topical
Theme Rheme

Fig. 3-24 Theme in finite bound clauses (with WH- elements)

The reason for this, as we have seen, is that the WH- element also has a function
in the transitivity structure of the clause.

(ii) If non-finite, there may be a conjunction or preposition as structural Theme,
which may be followed by a Subject as topical Theme; but many non-finite clauses
have neither, in which case they consist of Rheme only. See Figure 3-25.

with all the doors being locked [we had no way in]

for that printer to work off your machine [you need a cable]

while not blaming them [I'm still disappointed]
to avoid delay [have your money ready]

structural | topical

Theme Rheme

Fig. 3-25 Theme in non-finite dependent clauses

Embedded clauses (Chapters 6 and 7). These are clauses that function inside the
structure of a nominal group, as defining relative clauses, e.g. who came to dinner,
the dam broke, requiring travel permits in the man who came to dinner, the day the
dam broke, all personnel requiring travel permits. The thematic structure of such
clauses is the same as that of dependent clauses. However, because of their down-
ranking, the fact that they do not function as constituents of a sentence, their
thematic contribution to the discourse is minimal, and for practical purposes can
be ignored.

Minor clauses (Chapter 4, Section 4.6.2). These are clauses with no mood or
transitivity structure, typically functioning as calls, greetings, exclamations and
alarms, like Mary!, Good night!, Well done! They have no thematic structure
either. (In this they resemble an important class of items such as titles and labels
- not regarded as clauses because they have no independent speech function.)
Elliptical clauses (Chapter 4, Section 4.6.1). (i) Anaphoric ellipsis. Here some
part of the clause is presupposed from what has gone before — for example,

in response to a question. The resulting forms are very varied. Some are
indistinguishable from minor clauses, e.g. Yes. No. All right. Of course.; these have
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no thematic structure, because they presuppose the whole of the preceding clause
(see Chapter 9, Section 9.5: Ellipsis and substitution). Others, which presuppose
only part of the preceding clause, have their own thematic structure; the details
will depend on which part is presupposed. Figure 3-26 gives some examples.

‘Fire, fire!’ cried the town crier;

Rheme ‘There’s a fire!’

‘Where?, Where?’ | said Goody Blair;

Rheme ‘Where is it?’

‘Down the town’ said Goody Brown;

Rheme ‘It's down the town’

| Il go see’t’ said Goody Fleet;

Theme Rheme (not elliptical)

‘So will I said Goody Fry;

conjunctive finite topical ‘So will | go see it’
Theme

Fig. 3-26 Theme in elliptical clauses

(ii) Exophoric ellipsis. In this type of ellipsis the clause is not presupposing
anything from what has gone before, but simply taking advantage of the rhetorical
structure of the situation, specifically the roles of speaker and listener (Chapter

4, Section 4.6). Hence the Subject, and often also the finite verb, is ‘understood’
from the context; e.g. Thirsty? (‘are you thirsty?"), No idea. (‘I've no idea’), A
song! (‘let’s have a song!”), Feeling better? (‘are you feeling better?”). Such clauses
have, in fact, a thematic structure; but it consists of Rheme only. The Theme is
(part of) what is omitted in the ellipsis.

For the meaning of the terms ‘anaphoric’ and ‘exophoric’, see further in Chapter 9.

3.9 Thematic interpretation of a text

The following extract illustrates theme selections in biographical text. The analysis is
presented in tabular form, to make it easy to scan it and detect patterns in the text. The
structural analysis is marked by various typographic conventions in the running text; the
systemic analysis is set out to the right of the text. The systemic value of ‘unmarked’ and
‘marked’ theme depends on the mood selection, as shown in the system network in Figure
3-12 above.
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TEXTUAL THEME

INTERPERSONAL THEME

THEME SELECTION

Apart from a need to create his own identity <<having been well and | — - marked
truly trained and educated and, indeed, used by his father for so

long, emotionally and practically>> Robert felt

that at twenty the last thing [ he wanted to do]] was [to join a + - marked
family firm up in Newcastle, in however important a position].

He must have felt - - unmarked
that he was being forced into a corner. + - unmarked
This was it, for ever, a lifetime’s occupation. - - unmarked
And he’d better be duly grateful for [what his father and his father's | + - unmarked
friends were doing for him].

[ what his father and his father's friends were doing for him] + - unmarked
For all his integrity and high principles, Robert pulled a slightly fast | — - marked
one over his father and business partners.

He did eventually get permission, <<however reluctantly it was - - unmarked
given,>> from his father and partner to have leave of absence from
the Newcastle locomotive works,

<<however reluctantly it was given,>> - - unmarked
telling them - - unmarked
that he'd designed a contract for only one year. + - unmarked
It was only after his departure that they discovered marked &

predicated
that in fact he'd signed on for three years. + - unmarked
It was no doubt fear [that he'd never get away, rather than deceit], | — + unmarked &
which made him mislead them. predicated
A slight feeling of fear of his father, mixed with awe, comes through | — - unmarked
many of his letters.
George finally realized - - unmarked
that his son wanted to go off + - unmarked
and stretch his wings in a new country + - unmarked
and there was nothing more [he could do about it], no further + - unmarked
inducements [he could offer].
As it was only for a year, + - unmarked
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TEXTUAL THEME | INTERPERSONAL THEME | THEME SELECTION
so he thought, + - unmarked
he might as well make the best of it, - - unmarked
though it couldn't have come at a worse time, + - unmarked
with the Darlington and Liverpool lines now both under way + - unmarked
and though he had personally been very hurt and saddened by his + - unmarked
son’s decision.

In a letter [written to Longridge] on 7 June, eleven days before - - marked
Robert’s departure, George sounds distinctly miserable, even bitter,

<<though trying hard to hide it,>> at the prospect [of travelling to

Liverpool in time to see Robert off]

‘| am a little more cheerful to night - - unmarked
as | have quite come to a conclusion + - unmarked
that there is nothing for me but hard work in this world + - unmarked
therefore | may as well be cheerful as not’ + - unmarked
After he arrived in Liverpool + - unmarked
and met up with Robert - - unmarked
to bid him farewell, - - unmarked
George wrote to Longridge, this time on 15 June, - - unmarked
saying - - unmarked
what a pleasure it had been [to see Robert again]. - + unmarked
He describes the smart dinner parties [that he and Robert have - - unmarked
been to together].

Notational conventions:

Single underlining Theme

plain topical Theme

bold interpersonal Theme
italic textual Theme
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Bold without underlining Displaced Theme!'®
<< >> included clause boundary

[ downranked clause boundary

Summary of thematic analysis

Paragraph 1 (he = Robert)

paragraph Theme (from clause 1)
Displaced Theme
clause Themes:
bound clause
free clause
bound clause
free clause
free clause

Paragraph 2 (he = Robert)

paragraph Theme (from clause 1)
Displaced Theme
clause Themes:
free clause
bound clause
free clause
bound clause
free clause

Paragraph 3 (he = George)
paragraph Theme (from clause 1)
clause Themes:

bound clause

bound clause
clause complex Theme

clause Themes:

his need to create identity
Robert

[feeling] that + at twenty
he

[feeling] that + he
this [prospect]
and + he

despite his integrity and high principles
Robert

he
however reluctantly
after his departure
[discovery] that in fact + he
no doubt + fear that he wouldn’t get away

George

[realized] that + his son
and + there [was nothing]
as it was to be only for a year

16 A displaced Theme is a topical element which would be unmarked Theme (in the ensuing clause) if the
existing marked topical Theme was reworded as a dependent clause. In the first example here, if we
reworded more congruently as Besides needing to create his own identity, Robert ... , then in the ensuing

clause Robert becomes unmarked Theme.
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bound clause
free clause
free clause
bound clause
bound clause

Paragraph 4 (I = George)
paragraph Theme (from clause 1)
Displaced Theme
clause Themes:
free clause
bound clause
bound clause
free clause

Paragraph 5 (he = George)
paragraph Theme (from clause complex)
clause Themes:
bound clause
free clause
bound clause
free clause

Commentary

as + it [the departure]

S0 + he

He
though + it [the departure]
and + though + he

in a letter written [by George]
George

as + |
[realized] that + there [was nothing]
therefore + |

after arriving in Liverpool and meeting Robert

after + he
George

what a pleasure [seeing Robert]
He

The thematic organization of the clauses (and clause complexes, where relevant) is the
most significant factor in the development of the text. In this little extract, there are five
paragraphs, the first two having Robert as dominant Theme and the remaining three George.
But whereas in the latter it is George himself, and his thoughts and actions, that form the
paragraph Themes, in the first two it is the author’s characterization of Robert — his needs
and his principles; and these remain thematic throughout the paragraph. (Note that the
only interpersonal Theme, apart from the interrogative what a pleasure, is the authorial
no doubt qualifying Robert’s fear of being restrained.) It is George who is the Theme of
the book, not Robert. (George is also the Theme of the book’s opening clause: George
Stephenson was born in the village of Wylam, about nine miles west of Newcastle-on-Tyne, on
9 June 1781.)
Paragraph by paragraph, the development proceeds as follows:

(1) (apart from) Robert’s need for self-identity ... [he felt] (that) at 20 ... this [his

prospects]
(2) (despite) Robert’s integrity and high principles ... (after) his departure ...
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[discovered] (that) he ... (no doubt) his fear of restraint ... his fear of his father
(3) George ... [realized] (that) his son ... (as) it [his son’s departure] ... (so) he ...
(though) it ... (though) he
(4) George's letter ... I [George] ... (as) I .1l (so) I
(5) (after) George met Robert for leavetaking ... what a pleasure ... he [George]

First come Robert’s needs and contrasting prospects; his principles and, behind his departure,
his fears, including fear of his father George; then George, in relation to his son’s departure;
George’s letter, and George himself; finally, George’s meeting with Robert, and his pleasure
at it. This is the thematic line, from which we know where the text is going.

The Theme provides the environment for the remainder of the message, the Rheme. In
the Rhemes of the various clauses are expressed, first, the explanation of Robert’s malaise,
followed in the second paragraph by the details of his actions; then George’s sad resignation,
his attempts at cheerful acceptance, and finally his activities in Robert’s company.

In the Theme-Rheme structure, it is the Theme that is the prominent element. This
example shows how, by analysing the thematic structure of a text clause by clause, we can
gain an insight into its texture and understand how the writer made clear to us the nature
of his underlying concerns.
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CHAPTER
FOUR

CLAUSE AS EXCHANGE

4.1 The nature of dialogue

In the last chapter we set out an interpretation of the clause in its textual function
as a message, analysing it as a two-part structure with the elements Theme and
Rheme. We shall now turn to another aspect of the meaning of the clause, its
interpersonal meaning as an exchange. Here the principal grammatical system
is that of MooD (for a simple version of this system, see Chapter 1, Figure 1-9).
We shall start with clauses that make a direct contribution to the development
of exchange — ‘free’ clauses: these clauses select for different types of mood, and
have various other interactive features. Having presented all the different mood
types, and summarized them as a system in Section 4.5, we shall then add a
note on ‘bound’ clauses, i.e. clauses that are either dependent on other clauses
in clause complexes or embedded in groups (Section 4.4.5).

Simultaneously with its organization as a message, the clause is also organized
as an interactive event involving speaker, or writer, and audience. Let us use
the term ‘speaker’ as a cover term for both speaker and writer. In the act
of speaking, the speaker adopts for himself a particular speech role, and in
so doing assigns to the listener a complementary role that he wishes him to
adopt in his turn (see Halliday, 1984a; Martin, 1992: Ch. 2; Eggins & Slade,
2005: Ch. 3). For example, in asking a question, a speaker is taking on the
role of seeker of information and requiring the listener to take on the role of
supplier of the information demanded. In Text 4-1 is a short extract from a
conversation between a mother and her nine-year-old daughter:

Text 4-1: Sharing — casual conversation [Text 78]
Daughter: ~ Mummy, Boof keeps scaring me. Keeps getting into my bed, and kind of like
he’s going to bite me.

Mother: He won't bite you, darling.
Daughter: ~ Well, I'm still afraid of him ’cause he’s bitten me.

Mother: Just push him off.
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Daughter: I'm trying really hard but he doesn’t go off.

Mother: Boof, you stay away from Jana.

Daughter:  I'm scared because I've had an experience where Boof has bit me.

Mother: When?

Daughter: When [ was young at Bay’s house, I was swimming and he jumped up and bit my bum.
Mother: Oh, yeah. All right, we're gonna —

Like all interactants, mother and daughter ‘co-author’ the text: they take turns at this
interactive process, each time adopting a speech role and assigning a complementary one
to the other, as in ... where Boof has bit me. — When? — When I was young ... . Most of the
clauses here are free clauses, clauses where Mother and Daughter adopt speech roles (see
immediately below), thus contributing to the development of the dialogue; but there are
some bound clauses supporting free clauses, e.g. 'cause he’s bitten me, when I was young at
Bay’s house. But as we noted above, we will start with free clauses.

The most fundamental types of speech role, which lie behind all the more specific types
that we may eventually be able to recognize, are just two: (i) giving, and (ii) demanding
(see Halliday, 1984a). Either the speaker is giving something to the listener (a piece of
information, for example, as in Boof keeps scaring me) or he is demanding something from
him (as in just push him off, when [has Boof bit you]?). Even these elementary categories
already involve complex notions: giving means ‘inviting to receive’, and demanding means
‘inviting to give’. The speaker is not only doing something himself; he is also requiring
something of the listener. Typically, therefore, an ‘act’ of speaking is something that might
more appropriately be called an interact: it is an exchange, in which giving implies receiving
and demanding implies giving in response.

Cutting across this basic distinction between giving and demanding is another distinction,
equally fundamental, that relates to the nature of the commodity being exchanged: see
Figure 4-1. This may be either (a) goods-&-services or (b) information. Examples are given
in Table 4-1. If you say something to me with the aim of getting me to do something for
you, such as ‘kiss me!” or ‘get out of my daylight!’, or to give you some object, as in ‘pass the
salt!’, the exchange commodity is strictly nonverbal: what is being demanded is an object
or an action, and language is brought in to help the process along. This is an exchange of
goods-&-services. But if you say something to me with the aim of getting me to tell you
something, as in ‘is it Tuesday?’ or ‘when did you last see your father?’, what is being
demanded is information: language is the end as well as the means, and the only answer
expected is a verbal one. This is an exchange of information. These two variables, when
taken together, define the four primary speech functions of offer, command, statement and
question.! These, in turn, are matched by a set of desired responses: accepting an offer,
carrying out a command, acknowledging a statement and answering a question — see Table

4-2.

1 These four primary speech functions are ‘terminal’ features in Figure 4-1 (with the exception of ‘question’);
but in extended descriptions of the system of speech function, each is the ‘root’ of a whole network of
further speech-functional options: see Hasan et al. (2007) and references therein.
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Table 4-1 Giving or demanding, goods-&-services or information

Commodity exchanged
role in exchange (a) goods-&-services (b) information
(i) giving ‘offer’ ‘statement’

would you like this teapot he’s giving her the teapot
(ii) demanding ‘command’ ‘question’

give me that teapot! what is he giving her?

Of these, only the last is essentially a verbal response; the others can all be nonverbal.
But typically in real-life situations all four responses are verbalized, with or without some
accompanying non-verbal action (Table 4-3). Examples:

Speaker: Listener (becoming Speaker in his turn):
Would you like this teapot? Yes, I would. No, I wouldn’t.

Give me that teapot! All right, T will. No, I won’t.

He’s giving her the teapot. Oh, is he? Yes, he is. No, he isn’t.

What is he giving her? A teapot. [ don’t know; sha’'n’t tell you.

136



The nature of dialogue
Table 4-2 Speech functions and responses
Initiation Response
[A/B] expected [C] discretionary [D]
give [M] goods-&-services offer acceptance rejection
[X] shall | give you this teapot? | yes, please, do! no, thanks
demand [N] command undertaking refusal
give me that teapot! here you are [ won't
give [M] information statement acknowledgement contradiction
Y] he’s giving her the teapot | is he? no, he isn’t
demand [N] question answer disclaimer
what is he giving her? a teapot | don’t know
Table 4-3 Typical realizations in grammar of speech functions
Initiate: full clause Respond: elliptical clause
AMX (lr... / shall 1...7) CMX (yes; do)
BMX (..., shall 1 DMX (no; don't)
AMY declarative Cmy (oh; is it?)
BMY declarative + moodtag DMY (no it isn’t)
ANX imperative CNX (yes; 1 will)
BNX imperative + moodtag DNX (no ' won't)
ANYP interrogative: yes/no CNYP (yes/no)
DNYP (don’t know/won'’t say)
ANYQ interrogative: WH- CNYQ group/phrase
DNYQ (don’t know/won't say)

In moving into the role of speaker, the listener has considerable discretion. Not only can
he give any one of a wide range of different responses to a question, or carry out a command
in different ways; he may refuse to answer the question altogether, or to provide the goods-
&-services demanded. The speaker on his part has a way of forestalling this: he can add a
(mood) tag, which is a reminder of what is expected, e.g. will you?, isn't he?, as in:

Give me that teapot, will you? He’s giving her the teapot, isn’t he?
Come and sit here, will you? [LLC_03]

Betty Nguyen: Good morning. Get that guy a coat, will you?
Rebecca Jarvis: He doesn’t want one. [COCA]
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Mr Mortlake: You could study literature in a foreign language, couldn’t you?
Miss Detch: Yes, I could. [Text 125]
King: You will never retire-retire, will you?

Cronkite: No, I never intended to retire. [King Interviews]

This is the function of the tag at the end of the clause. It serves to signal explicitly that a
response is required, and what kind of response it is expected to be.

As long as what is being exchanged is goods-&-services, the choices open to the listener
are relatively limited; accept or reject the offer, obey or refuse the command. He may
hedge, of course; but that is merely a way of temporarily avoiding the choice. Now, in
the life history of an individual child, the exchange of goods-&-services, with language as
the means, comes much earlier than the exchange of information: infants typically begin
to use linguistic symbols to make commands and offers at about the age of nine months,
whereas it may be as much as nine months to a year after that before they really learn to
make statements and questions, going through various intermediate steps along the way
(see Halliday, 1984a). It is quite likely that the same sequence of developments took place
in the early evolution of language in the human race, although that is something we can
never know for certain. It is not difficult to see why offering and requesting precede telling
and asking when a child is first learning how to mean. Exchanging information is more
complicated than exchanging goods-&-services, because in the former the listener is being
asked not merely to listen and do something but also to act out a verbal role — to affirm or
deny, or to supply a missing piece of information, as in

It’s Tuesday.—Oh, is it?
Is it Tuesday?—VYes.

What day is it?—Tuesday.

What is more significant, however, is that the whole concept of exchanging information
is difficult for a young child to grasp. Goods-&-services are obvious enough: I want you to
take what I am holding out, or to go on carrying me, or to pick up what I have just dropped;
and although I may use language as a means of getting what I want, the requirement
itself is not a linguistic commodity — it is something that arises independently of language.
Information, on the other hand, does not; it has no existence except in the form of language.
In statements and questions, language itself is the commodity that is being exchanged;
and it is by no means simple for a child to internalize the principle that language is used
for the purpose of exchanging language. He has no experience of ‘information’ except its
manifestation in words.

When language is used to exchange information, the clause takes on the form of a
proposition. It becomes something that can be argued about — something that can be
affirmed or denied, and also doubted, contradicted, insisted on, accepted with reservation,
qualified, tempered, regretted, and so on. But we cannot use the term ‘proposition’ to refer
to all the functions of the clause as an interactive event, because this would exclude the
exchange of goods-&-services, the entire range of offers and commands. Unlike statements
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and questions, these are not propositions; they cannot be affirmed or denied. Yet they are
no less significant than statements and questions; and, as already noted, they take priority
in the ontogenetic development of language.

Nevertheless there is an important reason why, when we are considering the clause as
exchange, it is useful to look at propositions first. This is the fact that propositions have
a clearly defined grammar (cf. Teruya et al., 2007). As a general rule languages do not
develop special resources for offers and commands, because in these contexts language is
functioning simply as a means towards achieving what are essentially non-linguistic ends.
But they do develop grammatical resources for statements and questions, which not only
constitute ends in themselves but also serve as a point of entry to a great variety of different
rhetorical functions. So, by interpreting the structure of statements and questions we can
gain a general understanding of the clause in its exchange function.

We will continue to use the term ‘proposition’ in its usual sense to refer to a statement or
question. But it will be useful to introduce a parallel term to refer to offers and commands.
Asit happens, these correspond more closely to the everyday sense of the word ‘proposition’,
as in I've got a proposition to put to you; so we will refer to them by the related term proposal.
The semantic function of a clause in the exchange of information is a proposition; the
semantic function of a clause in the exchange of goods-&-services is a proposal.

4.2 The Mood element
4.2.1 Structure of the Mood

When we come to look closely at statements and questions, and at the various responses
to which these naturally give rise, we find that in English they are typically expressed by
means of a particular kind of grammatical variation: variation which extends over just one
part of the clause, leaving the remainder unaffected.

Consider the traditional rhyme:

He loves me. He don’t. He'll have me. He won’t. He would if he could. But he can’t, so he don't.

Compare this with a typical piece of information-exchanging dialogue:

The duke’s given away that teapot, hasn’t he? — Oh, has he? — Yes, he has. - No he hasn't! — I wish he had. -
He hasn’t; but he will. — Will he? — He might.

What is happening in these discourses is that one particular component of the clause is
being, as it were, tossed back and forth in a series of rhetorical exchanges; this component
carries the argument forward. Meanwhile the remainder, here give(n) away that teapot, is
simply left out, being taken for granted as long as the discourse continues to require it.?
Similarly in the rthyme: love(s) me and have me are ‘understood’ from one line to the next,
only a small part of the clause being used to carry the sentiments forward.

2 Where there is some change other than just a switch of mood or polarity, the verb substitute do may be
used to stand in for the rest of the clause, as in he might do, | wish he had done. See Chapter 9.
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What is the component that is being bandied about in this way? It is called the Mood
element, and it consists of two parts: (1) the Subject, which is a nominal group, and (2)
the Finite operator, which is part of a verbal group. (See Chapter 6 below for detailed
discussion of these two types of group.) Thus in he might, he is Subject and might is Finite.

The Subject, when it first appears, may be any nominal group. If it is a personal pronoun,
like he in the rhyme, it is simply repeated each time. If it is anything else, like the duke, then
after the first occurrence it is replaced by the personal pronoun corresponding to it. So the
duke becomes he, my aunt becomes she, the teapot becomes it. Nominal groups functioning
as Subject include embedded, down-ranked clauses serving as Head (see Section 4.7), as in
It is clear [[that the current pace of peacetime operations has a major impact on service members
and their families]]. In ‘circumstantial’ relational clauses (see Chapter 5, Section 5.3), the
Subject may be a prepositional phrase or an adverbial group:

By airline from Concord to Burlington is a distance of about 150 miles [BROWN1_F]

The Finite element is one of a small number of verbal operators expressing tense (e.g. is,
has) or modality (e.g. can, must); these are listed in Table 4-5. Note, however, that in some
instances the Finite element and the lexical verb are ‘fused’ into a single word, e.g. loves. This
happens when the verb is in simple past or simple present (tense), active (voice), positive
(polarity) and neutral (contrast): we say gave, not did give; give(s) not do(es) give. See Table 4-4.

Table 4-4 Finite elements in simple present and past tenses

Tense Other categories In hody of clause In tag
simple present | negative (polarity) (he) doesn’t have does (he)?
contrastive (contrast) (he) does love doesn’t (he)?
passive (voice) (she) is loved isn't (she)?
none of above, i.e. (he) loves [‘present’ + love] doesn’t (he)?
positive, neutral, active
simple past negative (polarity) (he) didn’t give did (he)?
contrastive (contrast) (he) did give didn’t (he)?
passive (voice) (it) was given wasn't (it)?
none of above, i.e. (he) gave [‘past’ + give] didn’t (he)?
positive, neutral, active

These ‘fused’ tense forms are in fact the two most common forms of the English verb.
When one of these occurs, the Finite did, do(es) will then make its appearance in the
subsequent tags and responses, e.g. He gave it away, didn't he? Yes, he did. But it is already
lurking in the verb as a systemic feature ‘past’ or ‘present’, and is explicit in the negative
and contrastive forms (e.g. He didn't give it away; He did give it away).

Examples of Subject and Finite, in the body of the clause and in the tag, are given in
Figure 4-2. Note the analysis of the simple tense form, in the final example.
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Subject
Finite
A4 Y A4 A
the duke has given away that teapot hasn’t he
the duke won't give away that teapot will he
that teapot wasn't given away by the duke was it
that teapot would hold eight cups of tea wouldn't it
‘(past) give'

your aunt gave the teapot back didn’t she

Fig. 4-2 Subject and Finite

As was pointed out in Chapter 2, the term ‘Subject’ as we are using it corresponds to the
‘grammatical Subject’ of earlier terminology; but it is being reinterpreted here in functional
terms. The Subject is not a purely formal category; like all grammatical functions it is
semantic in origin. What it means will be discussed in Section 4.2.2; here we will first
describe how the Subject may be recognized.

The Subject, in a declarative clause, is that element which is picked up by the pronoun
in the tag (cf. Figure 4-2). So in order to locate the Subject, add a tag (if one is not already
present) and see which element is taken up. For example, that teapot was given to your
aunt: here the tag would be wasn’t it? — we cannot add wasn’t she?. On the other hand with
that teapot your aunt got from the duke the tag would be didn’t she?; we cannot say didn’t
he? or wasn’t it?. (At the same time, the Subject is also that element of the clause that
precedes the Finite in a declarative clause but follows it in a yes/no interrogative one: that
teapot was : was that teapot? Such observations can be derived from the system network
in Figure 4-13 (cf. Figure 4-4).)

This is not the functional definition of the Subject; it is the way to identify it. Note that
the category that is identified in this way will in fact accord with the classical conception
of the Subject as ‘that noun or pronoun that is in person and number concord with the
verb’: Subjects he, she, it go with has, and I, you, we, they go with have. This formulation
however has a rather restricted application in Modern English, because apart from the verb
be, the only manifestation of person and number in the verb is the -s on the third person
singular present tense. The other part of the classical definition of the Subject, ‘that noun
or pronoun which is in the nominative case’, is even more restricted, since the only words
in English that display case are I, we, he, she and they (and in formal language also who).
The criterion for recognizing the Subject that we are using here — ‘that nominal group that
is repeated in pronoun form in the tag’ — can be followed up in every declarative clause.

3 Checking the agnate ‘yes/no interrogative’ clause will also work (cf. Fawcett, 1999, 2000), since the
relative sequence of Subject and Finite distinguishes ‘declarative’ clauses from ‘yes/no interrogative’ ones:
the duke has given away that teapot - has the duke given away that teapot. The general point is the Subject
can be identified by reference to any system in which it appears in a realization statement.
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Note that it does bring in certain things that are not traditionally regarded as Subject: not
only it in it's raining but also there in there’s trouble in the shed, both of which function as
Subject in Modern English. Some further examples are given in Figure 4-3.

Subject
Finite
\ \A \d A4
what the was that teapot wasn't it
duke gave
my aunt
my aunt has been given a teapot hasn't she
it 'S not going to rain is it
there won't be a storm will there
the weather should have warned us shouldn’t they
bureau
‘(present) take’
nobody takes any notice do they

Fig. 4-3 Subject and Finite: further examples

Subject and Finite are closely linked together, and combine to form one constituent which
we call the Mood.* (For the other function that can occur within the Mood, see Section 4.3
below.) The Mood is the element that realizes the selection of mood in the clause; and it
is also the domain of agreement between Subject and Finite.® It has sometimes been called
the ‘Modal’ element; but the difficulty with this is that the term ‘modal’ is ambiguous, since
it corresponds both to mood and to modality.

Note the distinction in capitalization between ‘Mood’ as the name of an element of the interpersonal
structure of the clause (Mood + Residue; see below) and ‘moob’ as the name of the primary interpersonal
system of the clause — the grammaticalization of the semantic system of speecH FuncTion. This follows the
general convention whereby names of structural functions are spelt with an initial capital and names of
systems with all small caps or upper case.

Certain other languages operate with a similar Mood element consisting of Subject + Finite: the relative
sequence of Subject and Finite serves to realize the selection of mood in the clause. However, around the
languages of the world, this strategy is quite rare, being restricted mainly to certain languages (originally)
from Europe (see Teruya et al., 2007). It is far more common for languages to use tone (as English

also does) and/or special interpersonal mood particles, as in languages in East and South-East Asia

(as in Chinese [see Halliday & McDonald, 2004], Viethamese [see Thai, 2004], Japanese [see Teruya,
2004, 2007a,b], and Thai [see Patpong, 2005]). Such mood particles serve the interpersonal function of
Negotiator, and tend to come either at the beginning of the clause or at the end - that is, at either of the
junctures of the clause as an exchange, where the speaker may take over from the previous speaker, or
hand over to the next speaker. The element that is ‘bandied about’ in exchanged involving a change in
polarity is often the Predicator + polarity.
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The remainder of the clause we shall call the Residue®. It has sometimes been labelled
‘Proposition’, but this term is also not very appropriate; partly because, as has been
mentioned, the concept of proposition applies only to the exchange of information, not to
the exchange of goods-&-services, and partly because, even in the exchange of information,
if anything it is the Mood element that embodies the proposition rather than the remainder
of the clause. We shall return to the structure of the Residue below.

The general principle behind the expression of MOOD in the clause is as follows.” The
grammatical category that is characteristically used to exchange information is the indicative;
within the category of indicative, the characteristic expression of a statement is the
declarative, that of a question is the interrogative; and within the category of interrogative,
there is a further distinction between yes-no interrogative, for polar questions, and WH-
interrogative, for content questions. (These were outlined in Chapter 3, Section 3.3.) These
features are typically expressed as follows:

(1) The presence of the Mood element, consisting of Subject plus Finite, realizes the
feature ‘indicative’.
(2) Within the indicative, what is significant is the order of Subject and Finite:
(a) The order Subject before Finite realizes ‘declarative’s;
(b) The order Finite before Subject realizes ‘yes-no interrogative’;
(c) In a “WH- interrogative’ the order is: (i) Subject before Finite if the WH-
element is the Subject; (ii) Finite before Subject otherwise.

The structure is as shown in Figure 4-4.

(a) declarative (b) yes/no interrogative

the duke has given that teapot away has the duke given that teapot away
Subject Finite Finite Subject

Mood Residue Mood Residue

Fig. 4-4 Structure of declarative and yes/no interrogative

8 The combination of Mood plus Residue embody the proposition or proposal of the clause (with the Mood
element as the key to the distinction between the two); but, as we shall see below, there are certain
interpersonal elements of the clause that do not belong to either the Mood element or the Residue: the
Vocative, and comment and conjunctive Adjuncts. These relate to, but are not part of the proposition/
proposal enacted by the clause.
Note that the system of mooD is a system of the clause, not of the verbal group or of the verb. Many
languages also have an interpersonal system of the verb(al group) that has been referred to as ‘mood’:
it involves interpersonal contrasts such as indicative/subjunctive, indicative/subjunctive/optative. To
distinguish these verbal contrasts from the clausal system of moob, we can refer to them as contrasts in
mode. The subjunctive mode tends to be restricted to the environment of bound clauses - in particular,
reported clauses and conditional clauses having the sense of irrealis. In Modern English, the subjunctive
mode of the verb is marginal, although there is some dialectal variation.
8 For exceptions, see Section 4.3.2 on Mood Adjuncts and Chapter 9, Section 9.5 on ellipsis. Note also that
in verbal clauses (Chapter 5, Section 5.5.2), the Subject/Sayer may follow the Finite/Predicator/Process
when the clause follows quoted material, as in ‘Kukul is compassionate,” replied the priest.

143



. .CLAUSE AS EXCHANGE

For the analysis of WH- interrogatives, which involve a consideration of the Residue, see
Section 4.4, Figure 4-13, Figure 4-15 and Figure 4-16 below.

4.2.2 Meaning of Subject and Finite

Why have Subject and Finite this special significance in the English clause? We need to
consider each of these elements in turn, since both are semantically motivated but the
contribution they bring to the clause is not the same. We will take a look at the Finite
element first.

4.2.2.1 The Finite element

The Finite element, as its name implies, has the function of making the proposition finite.’
That is to say, it circumscribes it; it brings the proposition down to earth, so that it is
something that can be argued about. A good way to make something arguable is to give
it a point of reference in the here and now; and this is what the Finite does. It relates the
proposition to its context in the speech event.

This can be done in one of two ways. One is by reference to the time of speaking; the
other is by reference to the judgement of the speaker. An example of the first is was in an
old man was crossing the road; of the second, can’t in it can’t be true. In grammatical terms,
the first is primary tense, the second is modality.

(i) Primary tense means past, present or future at the moment of speaking; it is time
relative to ‘now’. A proposition may become arguable through being located in time by
reference to the speech event. (There is no primary tense in proposals; cross the road!
doesn’t embody a choice of past, present or future relative to the now of speaking.) (ii)
Modality means likely or unlikely (if a proposition), desirable or undesirable (if a proposal).
A proposition or proposal may become arguable through being assessed in terms of the
degree of probability or obligation that is associated with it.

What these have in common is interpersonal deixis: that is, they locate the exchange
within the semantic space that is opened up between speaker and listener. With primary
tense, the dimension is that of time: primary tense construes time interpersonally, as defined
by what is ‘present’ to you and me at the time of saying. With modality the dimension is
that of assessment: modality construes a region of uncertainty where I can express, or ask
you to express, an assessment of the validity of what is being said.

Finiteness is thus expressed by means of a verbal operator that is either temporal or
modal. But there is one further feature that is an essential concomitant of finiteness, and
that is polarity. This is the choice between positive and negative. In order for something
to be arguable, it has to be specified for polarity: either ‘is’ or ‘isn’t’ (proposition), either
‘do?” or ‘don’t!” (proposal). Thus the Finite element, as well as expressing primary tense or
modality, also realizes either positive or negative polarity. Each of the operators appears in
both positive and negative form: did/didn’t, can/can’t, and so on.

9 In certain formal accounts, Finite has been discussed in terms of ‘I’, or ‘Inflection’, one difference being
that this category also includes the infinitive marker to.
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Table 4-5 lists the Finite verbal operators, positive and negative'’. Note that some of the
negative forms, such as mayn't, are rather infrequent; if they occur in a negative clause, the
negative is usually separated (may not, used not to). In such cases, the not can be analysed as
part of the Residue; but it is important to note that this is an oversimplification — sometimes
it belongs functionally with the Finite, for example

you may not leave before the end (‘are not allowed to’): not is part of Finite

you may not stay right to the end (‘are allowed not to’): not is part of Residue

For further discussion of polarity and modality, and of the relation between the two, see
Section 4.5.

Table 4-5 Finite verbal operators

Temporal operators:

Past Present Future
positive did, was, had, used to does, is, have will, shall, would, should
negative didn’t, wasn't, hadn’t, didn’t + doesn'’t, isn’t, hasn'’t won’t, shan’t, wouldn’t, shouldn’t
used to

Modal operators:

Low Median High
positive can, may, could, might, (dare) will, would, should, is/was to must, ought to, need, has/had to
negative needn’t, doesn’t/didn’t + need won't, wouldn't, shouldn’t, (isn’t/ | mustn’t, oughtn't to, can't,
to, have to wasn't to) couldn’t, (mayn’t, mightn't,
hasn't/hadn’t to)

Finiteness combines the specification of polarity with the specification of either temporal
or modal reference to the speech event. It constitutes the verbal component in the Mood.
But there has to be also a nominal component; and this is the function of the Subject.

4.2.2.2 The Subject

The Subject supplies the rest of what it takes to form a proposition: namely, something by
reference to which the proposition can be affirmed or denied (cf. Chapter 2, Section 2.6,
and Halliday, 1984b, on the interpretation of the category of subject). For example, in the
duke has given away that teapot, hasn't he?, the Finite has specifies reference to positive

10 These operators obviously vary considerably in frequency. As modal operators, shall and shan’t are very
rare, although in regulatory texts operating in ‘enabling’ contexts, shall is quite common, as illustrated in
Text 4-4 below. Like other grammatical systems, the system of mopauTy is in constant flux — in a process
of becoming rather than in a state of being; for a corpus-based study of changes in the inventory of modal
operators, see Mair & Leech (2006).
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polarity and present time, while the Subject the duke specifies the entity in respect of which
the assertion is claimed to have validity.

It is the duke, in other words, in whom is vested the success or failure of the proposition.
He is the one that is, so to speak, being held responsible — responsible for the functioning
of the clause as an interactive event. The speaker rests his case on the duke + has, and this
is what the listener is called on to acknowledge.

It is perhaps easier to see this principle of responsibility in a proposal (a ‘goods-&-services’
clause), where the Subject specifies the one that is actually responsible for realizing (i.e., in
this case, for carrying out) the offer or command. For example, in I'll open the gate, shall I?
(offer) the opening depends on me; in Stop shouting, you over there! (command) it is for you
to desist or otherwise. Hence the typical Subject of an offer is the speaker, and that of a
command is the person being addressed. (Note that this is not the same thing as the Actor.
The Subject in such clauses usually is the one that is also the Actor; but not necessarily so —
both offers and commands can be passive with participants other than Actor as Subject, as in:

I'll be guided by your wishes, shall I?
[D: ‘you’] Get (yourself) invited to their meeting, will you?

You've lost credibility and also you've probably spent more than you wanted to, so [J: ‘you’] do be willing to
back away from it, because there’s always something else next week or the month after. [COCA]

[&: ‘you’] Stay warm, and please, [J: ‘you'] do be safe. [COCA]

This might look like a sweet suburban cottage but [J: ‘you’] do not be deceived. Inside it is a construction
zone, a destruction zone, a war zone. [COCA]

If you do decide to write, you will soon become acquainted with rejection slips and dejection. Don’t [(Z):
‘you’] be discouraged! This is just being a normal writer. [BROWN1_F]

Here the Subject is dissociated from the Actor!'; but the Subject still specifies the one
who is responsible for the success of the proposal.) This role is clearly recognizable in the
case of offers and commands; but it is the same principle that is at work in statements and
questions. Here, too, the Subject specifies the ‘responsible’ element; but in a proposition
this means the one on which the validity of the information is made to rest. (It is important
to express it in these terms rather than in terms of true or false. The relevant concept is
that of exchangeability, setting something up so that it can be caught, returned, smashed,
lobbed back, etc. Semantics has nothing to do with truth; it is concerned with consensus
about validity, and consensus is negotiated in dialogue.)

Note the different Subjects in the examples in Figure 4-5.

The responses would be, respectively:

(@) ... hasn’'t he? Yes, he has. No, he hasn’t.
(b) .. . hasn’t she? Yes, she has. No, she hasn’t.
() ... hasn'tit? Yes, it has. No, it hasn’t.

11 This applies to ‘material’ clauses, but the same principle applies to clauses of other process types (see
Chapter 5), as in do be safe; don’t be discouraged!
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the duke has given my aunt that teapot hasn't he (a)
my aunt has been given that teapot by the duke hasn't she (b)
that teapot | has been given my aunt by the duke hasn’t it (c)
Subject Finite Finite Subject
Mood Residue Mood tag

Fig. 4-5 Variation of Subject in declarative clauses

So, if we want to know why the speaker chooses this or that particular item as Subject
of a proposition, there are two factors to be borne in mind. One is that, other things being
equal, the same item will function both as Subject and as Theme. We saw in Chapter 3
that the unmarked Theme of a declarative clause is the Subject; so if the speaker wants to
make the teapot his Theme, and to do so without the added implication of contrast that
would be present if he made it a marked Theme (i.e. a Theme which is not also Subject, as
in that teapot the duke gave to my aunt), he will choose an option with that teapot as Subject,
namely that teapot was given by the duke to my aunt. Here there is an integrated choice of
an item realizing two functions simultaneously: Subject in the proposition, and Theme in
the message.

At the same time, however, the selection of this item as Subject has a meaning in its
own right: the speaker is assigning to the teapot not only the function of starting point
of the message but also that of ‘resting point’ of the argument. And this is brought out if
we dissociate one from the other, selecting different items as Subject and as Theme. For
example:

That teapot the duke gave to your aunt, didn’t he? — No he didn’t. He put it up for auction.

Here the teapot is Theme (‘now about that teapot:’), but the duke is Subject; it is the duke
who is made to sustain the validity of the statement. Hence only he, not she or it, can figure
in the tag and the response. In the next the teapot is still the Theme, but the Subject has
now switched to the aunt:

That teapot your aunt was given by the duke, wasn’t she? — No she wasn’t. She bought it at an auction.

Finally, let us reverse these two roles, having the aunt as Theme and the teapot as Subject:

To your aunt that teapot came as a gift from the duke, didn’t it?

- No it didn’t. It was the first prize in a Christmas raffle.

4.2.2.3 A further note on the Subject

The interpretation of the functional category of Subject in English has always been rather
problematic. As we noted above (Chapter 2, Section 2.6), the definition of Subject inherited
from classical times was a morphological one: it was that nominal element — ‘noun or
pronoun’ — that is in the nominative case, and that displays person and number concord with
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the (finite) verb. But few traces remain, either of case in the noun or of person and number
in the verb.”? What made the situation more problematic was that, in the structuralist
tradition, the Subject was said to be a purely grammatical element, operating at the syntactic
level but without semantic significance. That something should be a grammatical function
whose only function is to be a grammatical function is already somewhat anomalous; it
becomes even more anomalous if it has no clear syntactic definition'3.

In fact the Subject in English has got a distinct identity, as we have pointed out; its identity
can be established if we adopt a trinocular perspective, as suggested by the stratificational
model of language (see Chapter 1, Section 1.3.3). (i) From below, it is that nominal element
(nominal group or nominalized phrase or clause) that is picked up by the pronoun in the
mood tag.'* (ii) From round about, it is that which combines with the Finite (operator) to
form the Mood element in the clause; it is also that which constitutes the unmarked Theme
if the mood is declarative, and which switches place with the Finite if the mood is yes/
no interrogative. (iii) From above, it is that which carries the modal responsibility: that is,
responsibility for the validity of what is being predicated (stated, questioned, commanded
or offered) in the clause. This last point is the basic insight that informed the original,
pre-structuralist interpretation of the Subject function, that in terms of a configuration of
Subject + Predicate. The problem only arises when predication is interpreted in terms of
truth value, since proposals — commands and offers — have no truth value. This mistake
arose because predication was assumed to be an experiential relation; but it is not — it is
an interpersonal relation, enacting the form of exchange between speaker and listener. The
notion of validity relates to the arguing of the case, if it is a proposition, or to the putting
into effect if it is a proposal. The Subject is that element in which the particular kind of
validity (according to the mood) is being invested. Examples below.

Since the Subject is interpersonal in nature, being vested with modal responsibility, it
interacts with other interpersonal aspects of the clause; it is treated in a different way from
Complements and Adjuncts. There are various interpersonal reactances showing the special

12 And in those pronouns which retain a distinct form of nominative case, this is no longer restricted to
functioning as Subject, since in current usage the nominative also occurs in expressions such as you and
| following a preposition (cf. ‘I think it’s best for he and | to have our discussion first, and | look forward to
it,” Bush said. [AP news report]). This is of course ‘bad grammar’ — the result of hypercorrection; but it
has become the norm, and so further muddies the small remaining pool of morphologically recognizable
Subjecthood.

13 In the context of seminal work on Philippine languages such as Tagalog in particular, Schachter (1976,
1977, 1994) has argued for distinguishing different sets of properties that have been associated with
‘subject’. From a systemic-functional point of view, this makes perfect sense: properties that have been
associated with ‘subject’ are metafunctionally diverse, being textual, interpersonal or experiential (as
we noted in Chapter 2). Understandably, some scholars have abandoned the term ‘subject’ altogether,
preferring to use other terms to avoid confusion. For example, drawing on the framework of Role and
Reference Grammar, Van Valin & LaPolla (1997: 274 ff.) distinguish between ‘controller’ and ‘pivot’,
instead of retaining the traditional term ‘subject’. These may be either ‘semantic’ or ‘syntactic’. In contrast,
in our systemic-functional account of English, Subject is interpreted metafunctionally as an interpersonal
grammatically category; but like other such categories, e.g. Theme and Actor (see Chapter 2, Section 2.6),
Subject is both grammatical and semantic at the same time — the notion of ‘modal responsibility’.

14 We have noted that existential there (as in there is, there isn’t), is not, in fact, an exception; this there is a
pronoun. The proportionality is:
the : that : it :: a(n) : one : there
This is explained more fully in Chapter 6, Section 6.2.1.1.

148



The Mood element

status of Subject. For example, we have seen that modals serving as Finite orient to the
Subject as the element being held modally responsible; and we find a class of comment
Adjuncts that are similarly oriented towards the Subject (see Section 4.3.2.2 below):

Gaunt was compelled to give up his search for an elusive foe, and, afraid to return home without something
to show, he foolishly attempted to besiege the well-protected fortress of St Malo. [LOB_G]

They rightly point out that the first the profession learnt of the proposed tribunal was by way of a press
release on September 12. [ACE_B]

They occur with Subjects that are not ‘active’ participants, e.g. Sensers (Chapter 5), and
also with Subjects in passive clauses:

They rightly understood that nothing would be saved if we simply defend it on economic grounds. [COCA]

on April 1, she and husband Scott Pelletier were foolishly surprised with the birth of our daughter, Caroline
Vera [COCA]

Well, he was rightly awarded a white hat for standing up to the president, but now he should be awarded a
black hat again for caving in. [COCA]

These have agnates where the subject-orientation is explicit, as in he was foolish to attempt
to besiege .... When reference items in Complements and Adjuncts have the referent of the
Subject as their antecedent, they are usually represented by reflexive pronouns rather than
by simple personal pronouns, e.g.:

‘What a wonderful pet this funny creature would make,” he thought to himself. [ACE_D]

Having migrated to Australia from Britain in 1960, Alun Leach-Jones has established himself as an important
Australian artist over the past twenty-five years. [ACE-G]

Alex was obliged to prepare himself in haste. [BROWNI1_K]

Publicly, he denied everything. Privately, he created and magnified an image of himself as a hired assassin.
[BROWN1_N]

‘The snake was beautiful, wasn’t it?” asked Keith, his voice getting harsher in spite of himself, as he struggled
to control his growing anger. [BROWNI1_N]

But the other thing I want to say to you is that you can’t sober up for him. You've got to lead your life and
you have to get help for yourself. [King Interviews]

So the Subject is a thick, well-rounded category along with all the other elements in the
structure of the clause. The fact that it proves difficult to define does not distinguish it from
Theme or Actor or Medium or many other equally pregnant categories. All are subject to the
general principle of ineffability — they mean themselves (see Halliday, 1984b). The guiding
axiom is the metafunctional one: just as the Theme is best understood by starting from the
concept of the clause as a message, so the Subject is best understood by starting from the
concept of the clause as an exchange, a move in dialogic interaction. Each of the two can be
thought of as an anchor; and we shall see in Chapter 5 that the Medium plays an analogous
role in the clause as representation. (Medium rather than Actor, for reasons that will appear in
Section 5.7.) The notion of the Subject as a ‘purely syntactic’ element arose because it proved
difficult to understand Subject + Predicate in an account of the grammar that recognized
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only the ideational kind of meaning; once we open up the other metafunctional spaces, just
as Theme comes powerfully into the picture, so Subject becomes (equally powerful but)
less mysterious. But to see the interpersonal significance of Subject, we have to take natural
dialogic interaction seriously as a source of insight into the grammar; if we only focus on
monologic discourse such as narrative, Subject will appear to be the same as Theme since
Subject = Theme is the unmarked mapping (cf. Chapter 2, Section 2.6).

4.2.3 Function of the Mood element

Hence the Mood element has a clearly defined semantic function: it carries the burden of
the clause as an interactive event. So it remains constant, as the nub of the proposition,
unless some positive step is taken to change it, as in

The duke has given your aunt a new teapot, hasn’t he?
— No, he hasn’t. But

(a) the duchess has.

(b) he’s going to.

Here the proposition is first disposed of, by being rejected, in (i); this then allows for a new
proposition, with change of Subject, as in (a), or change of Finite, as in (b). Each of these
two constituents, the Subject and the Finite, plays its own specific and meaningful role in
the propositional structure.

In the next section, we shall discuss the structure of the Residue. We shall then return
to a consideration of the Mood element, with an analysis of mood in WH-interrogative,
imperative, and exclamative clauses. Here meanwhile in Text 4-2 is a short text example
from Alice’s conversation with Humpty Dumpty:

Text 4-2: Recreating — dramatic dialogue in narrative

(1) My name is Alice, but—
Subject Finite

2 It s a stupid name enough
Subject Finite

(3) What does it mean?

Finite Subject

(4) Must aname  mean something?
Finite Subject

(5) Of course it must

Subject  Finite

(6) My name means the shape I am
Subject Finite [present]
(7)  And a good handsome shape it is, too

Subject Finite
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The flow of the dialogue is as follows:

Mood I (1-3): Subject — Alice’s name; Finite — present tense

Mood II (4-5):  Subject — name in general; Finite — ‘high’ modality

Mood III (6): Subject — Humpty Dumpty’s name; Finite — present tense
Mood IV ™: Subject — Humpty Dumpty’s shape; Finite — present tense

There are two non-thematic Subjects, in clauses (3) and (7), (7) having a marked Theme.

4.3 Other elements of Mood structure
4.3.1 Structure of the Residue

The Residue consists of functional elements of three kinds: Predicator, Complement and
Adjunct. There can be only one Predicator, one or two Complements, and an indefinite
number of Adjuncts up to, in principle, about seven. An example is given in Figure 4-6.

Sister Susie 'S sewing shirts for soldiers
Subject Finite Predicator Complement Adjunct
Mood Residue

Fig. 4-6 Structure of the Residue

4.3.1.1 Predicator

The Predicator is present in all major clauses, except those where it is displaced through
ellipsis (see Chapter 9, Section 9.5)." It is realized by a verbal group minus the temporal
or modal operator, which as we have seen functions as Finite in the Mood element; for
example, in the verbal groups was shining, have been working, may be going to be replaced
the parts functioning as Predicator are shining, been working, be going to be replaced. The
Predicator itself is thus non-finite; and there are nonfinite clauses containing a Predicator
but no Finite element, for example eating her curds and whey (following Little Miss Muffet
sat on a tuffet). For the discussion of non-finite clauses, see Chapter 7, Section 7.4 below.
The function of the Predicator is fourfold. (i) It specifies time reference other than reference
to the time of the speech event, i.e. ‘secondary’ tense: past, present or future relative to the
primary tense (see Chapter 6, Sections 6.3.2-6.3.4). (ii) It specifies various other aspects
and phases like seeming, trying, hoping (in verbal group complexes; see Chapter 8, Section
8.4-6). (iii) It specifies the voice: active or passive (see Chapter 6, Section 6.3.2). (iv)

15 Note that the name of this function is ‘Predicator’, not ‘Predicate’. The latter term has been used in
traditional grammar, formal grammar (where it is roughly equivalent to VP, or Verb Phrase) and logic (for
the origins of ‘Subject’ and ‘Predicate’ in traditional grammar and logic, see e.g. Law, 2003: 168; Seuren,
1998: 120-133). From a functional point of view, its use in accounts of grammar represents an attempt to
characterize Rheme and/or Residue.
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It specifies the process (action, event, mental process, relation) that is predicated of the
Subject (see Chapter 5)'°. These can be exemplified from the verbal group has been trying
to be heard, where the Predicator, been trying to be heard, expresses (i) a complex secondary
tense, been + ing; (ii) a conative phase, try + to; (iii) passive voice, be + -d; (iv) the mental
process hear. See the examples below (verbal group underlined, Predicator part in bold):

All the people in the affected areas are panicking [Text 15]

One of the little trials that a man must learn to bear when he admits the telephone to his home is that, when
he hurries to its side to answer a call, it will sometimes stop ringing before he gets there. [LOB_B]

We are going to release the document to the press [Text 12]

Can you tell us a little about your early life? [Text 7]

You'll have to make it a lot clearer [Text 10]

You'd better look at it [Text 8]

Brazil wasn’t discovered [Text 12]

The Indians had originally planned to present the document to President Fernando Henrique Cardoso

[Text 12]

As the examples illustrate, a finite verbal group serves as both Finite and Predicator, the two
being fused under the conditions shown in Table 4-4. When the Finite and the Predicator are
not fused, the Predicator follows the Finite, but certain other elements may come between
them, making the verbal group discontinuous: the Subject in ‘interrogative’ clauses where
the Finite precedes the Subject (as in can <you> tell) and Adjuncts (as in had <originally>
planned to present: see Figure 4-7).

The Indians had originally planned to the document to President
present Fernando
Henrique Cardoso
Subject Finite Adjunct Predicator Complement Adjunct
Mood Residue
nominal group verbal group adverbial group nominal group prepositional
phrase

Fig. 4-7: Discontinuous verbal group

16 Note that if the lexical verb is a phrasal one (Chapter 6, Section 6.3.6), the non-verbal part, the adverb
and/or preposition, serves as Adjunct, thus falling outside the scope of the Predicator. The combination
of Predicator + Adjunct corresponds to the Process. This analysis enables us to account for discontinuous
Processes realized by phrasal verbs, as in look that one up in the dictionary with look up as Process, and
look as Predictor and up as Adjunct: [Predicator:] look [Complement:] that one [Adjunct:] up [Adjunct:] in the

dictionary.
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There are two lexical verbs in English, be and have, where, strictly speaking, the simple
past and simple present forms consist of Finite element only, rather than of a fusion of
Finite with Predicator. This is shown by the negatives: the negative of is, was is isn't, wasn't
— not doesn’t be, didn’t be. Similarly with have (in the sense of ‘possess’, not have in the
sense of ‘take’): the negative forms are hasn't, hadn'’t, as in Table 4-6. The pattern with have
varies with the dialect: some speakers treat have ‘possess’ just like have ‘take’, with negative
doesn't have, others expand it as have + got (cf. [ haven't a clue / I don’t have a clue / I haven't
got a clue). But since in all other tenses be and have function as Predicators in the normal
way, it seems simpler to analyse them regularly, as ‘(past/present) + be/have’.

Table 4-6 Simple past and present forms of be and have

past positive past negative present positive present negative
be was. were wasn't, weren't am, is, are isn’t, aren't, (ain't)
have had hadn’t have, has haven't, hasn't

4.3.1.2 Complement

A Complement is an element within the Residue that has the potential of being Subject
but is not; in other words, it is an element that has the potential for being given the
interpersonally elevated status of modal responsibility — something that can be the nub of
the argument. It is typically realized by a nominal group. So, in the duke gave my aunt that
teapot there are two Complements, my aunt and that teapot. Either of these could function
as Subject in the clause: my aunt was given that teapot by the duke and that teapot was given
my aunt by the duke. (These variants contrast in voice; see Chapter 5, Section 5.8.) Here
are some corpus examples illustrating the assignment of subjecthood and complementhood
to elements of the clause (Subject in bold; Complement underlined):

We also should ask um ... — And Joan has been invited. [UTS/Macquarie Corpus]
Son (crying): It hurts. Oh, my little toe, look at it.

Father (to son): Oh, your little toe has been scraped by the —

Mother (to Father): Did you scrape it, did you?

Father (to Mother): Must have, accidentally. ... [UTS/Macquarie Corpus]

I'must tell Betty that when I go down at the end of the month. — Yeah! [laughing] Most of it has been said by
Sandy now about the savoury muffins. [UTS/Macquarie Corpus]

Any nominal group not functioning as Subject will be a Complement (with the
exception of certain circumstantial Adjuncts of Extent realized by nominal groups
without the preposition for, e.g. 180 miles in he sailed 180 miles north on the Company’s
armed schooner [ACE_G]: see Chapter 5, Section 5.6.2.1); and this includes nominal
groups of one type which could not function as Subject as they stand, namely those with
adjective as Head, e.g.
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Inspection can be frightening, but staff morale has to be kept high. [Text 97]

The clergy’s concern was, of course, still spiritual. [Text 122]

(Note that in a clause such as a right nit proper barmy was uncle Algernon, wasn’t he?, uncle
Algernon is the Subject.)

There is an explanation of this ‘from above’ in terms of function in transitivity: nominal
groups with adjective as Head can function in the clause only as Attributes, and the Attribute
cannot be mapped to the interpersonal role of Subject. This is because only participants
in the clause can take modal responsibility, and the Attribute is only marginally, if at all,
a participant. As illustrated above, the Attribute serves primarily in ‘attributive’ relational
clauses (see Chapter 5, Section 5.4.3); but it serves in certain ‘material’ clauses (see Chapter
5, Section 5.2.4), as in Her father slowly wiped himself dry [ACE_W], where dry can be
analysed as Complement/Attribute.

Nominal groups as Complement include those with an embedded, down-ranked clause
as Head, e.g.:

Calculations by Anderson show [[that ozone depletion at the 410-and 420-K isentropic surfaces between
August 23 and September 22 can be almost entirely explained by the amount of ClO present Il if one assumes
that the C10-CIO mechanism is effective[]]. [Text 33]

In ‘circumstantial’ relational clauses, the Complement may be a prepositional phrase or
an adverbial group, as in:

He is Minister for Industry but his degree is in agricultural science. [ACE_B]

When I said she was not here [ meant to say that she was not in the house [LOB_K]

Where’s our cake? [Text 10]

(We can also note metaphorical locative Attributes as Complement, e.g. in love, in a rage, in
denial, in luck, in clover, as in Nellie is in love with Clayton Roy [BROWNI1_N]. These are more
like Attributes in intensive relational clauses, but may at the same time be variants of clauses
of other process types, e.g. ‘mental’: Nellie loves Clayton Roy.) Such examples constitute
the limiting case of complement-hood. Looked at ‘from below’, they would appear to be
Adjuncts rather than Complements since they are prepositional phrases or adverbial groups
rather than nominal groups; but viewed ‘from above’, they are similar to other Complements
in that they are participants inherent in the process rather than attendant circumstances.

It will be noted that the Complement covers what are ‘objects’ as well as what are
‘complements’ in the traditional school grammar (‘predicative complements’, usually
serving as Attribute or Value in a ‘relational’ clause). But that distinction has no place in
the interpersonal structure; it is imported from the experiential analysis, that of transitivity.
Since the term ‘object’ is strongly associated with the formal analysis of transitivity, we use
Complement as the term for this single element within the Residue.

4.3.1.3 Adjunct

An Adjunct is an element that has not got the potential of being Subject; that is, it cannot
be elevated to the interpersonal status of modal responsibility. This means that arguments
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cannot be constructed around those elements that serve as Adjuncts; in experiential
terms, they cannot be constructed around circumstances, but they can be constructed
around participants, either actually, as Subject, or potentially, as Complement (we shall
see in Chapter 5 that all participants are not construed as equal; some are more likely
than others to be given the status of Subject — or as we noted in the previous subsection
with respect to the Attribute, some may be marginal participants). We thus have three
degrees of interpersonal ranking or elevation in the clause, as shown in Figure 4-8: Subject
— Complement — Adjunct.

modal responsibility actual Subject participants
potential Complement
modal responsibility none Adjunct circumstances

Fig. 4-8 Degree of interpersonal ‘elevation’ in the clause

An Adjunct is typically realized by an adverbial group or a prepositional phrase (i.e.
preposition + nominal group rather than by a nominal group). In my aunt was given that
teapot yesterday by the duke there are two Adjuncts: the adverbial group yesterday and
the prepositional phrase by the duke. (As noted above, certain circumstantial Adjuncts of
Extent may be realized by nominal groups without the preposition for; contrast he had
walked for miles with he had walked four miles.)

A prepositional phrase, however, has its own internal structure, containing a nominal
group serving as Complement within it (see Chapter 6, Section 6.5). In by the duke, the
duke is a Complement with respect to the preposition by (which serves as a Predicator). So,
although by the duke is itself an Adjunct, and could not become Subject, it has as one of its
constituents the duke, which is a Complement at another rank, and could become Subject.

In the case of by the duke, if the duke comes to function as Subject then the preposition
simply disappears: the teapot was presented by the duke, the duke presented the teapot. Similarly
with the Adjunct to my aunt; if my aunt becomes Subject, then to disappears: that teapot was
given to my aunt, my aunt was given that teapot. (The principle behind this is explained in
Chapter 5, Section 5.7 ‘Transitivity and voice: another interpretation’.) But increasingly in
modern English the Complement to any preposition has the potential of becoming Subject,
even where the preposition has to be retained and hence to function as an Adjunct on its
own. For example, in that paper’s already been written on, that paper functions as Subject,
leaving on behind as a truncated Adjunct (Figure 4-9).

The typical order of elements in the Residue is: Predicator A Complement(s) A Adjunct(s),
as in the duke gave my aunt that teapot last year for her birthday. But, as we have noted,
an Adjunct or Complement may occur thematically, either as a WH- element in an
interrogative clause or as marked Theme in a declarative clause. This does not mean that it
becomes part of the Mood element; it is still within the Residue. As a result, therefore, the
Residue is split into two parts; it becomes discontinuous. In that teapot the duke had given
to my aunt last year, where that teapot is a marked-thematic Complement, the Residue is
that teapot ... given to my aunt last year. Discontinuous constituents can be represented in
the box and tree diagrams as in Figure 4-10.
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(a) that paper 'S already been written | on
Subject Finite Adjunct Predicator Adjunct
Mood Residue
(b) someone 'S already written on that paper
Subject Finite Adjunct Predicator Adjunct
Mood Residue

Fig. 4-9 Related clauses with same item as (a) Subject, (b) Complement in
prepositional phrase

N

the teapot the duke had given to my aunt last year

Complement Subject Finite Predicator Adjunct Adjunct
Mood

Residue

Fig. 410 Discontinuous Residue

4.3.2 Types of Adjunct; Adjuncts outside Residue

Within the general category of Adjunct, however, there are two special types that do not
follow the same principles of ordering, and do not fall within the Residue at all. These are
the modal Adjuncts and the conjunctive Adjuncts, which were already identified in Chapter
3 in the discussion of ‘characteristic Themes’ (Section 3.4, especially Tables 3-2 and 3-3).

The distinction among these different kinds of Adjunct is a metafunctional one. The type
of Adjuncts discussed in the previous paragraphs (Section 4.3.1 (iii)) was what we refer
to collectively as circumstantial Adjuncts (because they function as ‘circumstance’ in the
transitivity structure of the clause; see Chapter 5, Section 5.7). These are experiential in
metafunction. Modal Adjuncts and conjunctive Adjuncts are, respectively, interpersonal
and textual in metafunction; hence they occur at different locations within the clause. The
general picture is as shown in Table 4-7.
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Table 4-7 Metafunction and type of Adjunct

Metafunction Type of Adjunct Location in mood structure
experiential circumstantial Adjunct in Residue
interpersonal modal Adjunct mood Adjunct in Mood

comment Adjunct (not in mood structure)
textual conjunctive Adjunct (not in mood structure)

In Table 3-5, the modal Adjuncts were introduced under the two subheadings of mood
Adjunct and comment Adjunct; but only those subcategories were included that typically
function as Theme. Here we need to consider the full range of modal Adjuncts, having
regard to their interpersonal role. The distinction into mood Adjunct and comment Adjunct
is made on this interpersonal basis. They represent different types of assessment of the
proposition or proposal, and will be discussed in more detail in Section 4.5.3.

4.3.3 Conjunctive Adjuncts

With conjunctive Adjuncts, we come to the limits of the concept of the clause as exchange.
Strictly speaking, they do not belong in this chapter at all; unlike modal Adjuncts, which are
interpersonal in function, conjunctive Adjuncts are textual — they set up a contextualizing
relationship obtaining between the clause as a message and some other (typically preceding)
portion of text. The semantic basis of this contextualizing function is that of the logical-
semantic relationships of expansion described in Chapter 7. But the conjunctive Adjuncts
construct these relationships by cohesion — that is, without creating a structural link in the
grammar between the two parts (see Halliday & Hasan, 1976: Ch. 5; Halliday & Hasan
1985; Martin, 1992: Ch. 2). They are therefore described in greater detail in Chapter 9,
Section 9.3.

The conjunctive Adjuncts were introduced in Chapter 3, because they typically operate
in the clause as part of the Theme. But, as pointed out there, they are not necessarily
thematic; they may occur elsewhere in the clause, and in fact their distribution — where
they can go, and what difference it makes to the meaning — is quite similar to that of modal
Adjuncts, especially those of Comment. For example (conjunctive Adjuncts underlined;
Mood elements in bold):

At present all the three posts in the Engineering Department, one of the biggest and most important
departments of the corporation, are being held by those who are not eligible according to the rules and
regulations prescribed by the UPSC. However, Mr Dayal has made a representation to the commissioner that
he should be considered as Superintending Engineer since April 1969, when he was given the charge on an ad
hoc basis, though the Departmental Promotion Committee had regularised him in March, 1976. [KOHL_A]

Today, however, the paths of denominational religion have often become the hotbeds of intolerance and

fanaticism, dogmatism and obscurantism, persecution and oppression, and training grounds of reaction and
exploitation. [KOHL_D]

This device, however, gives the President the whip hand of Parliament and can, in the case of authoritarian
Presidents, prove disastrous. [KOHL_A]

157



. .CLAUSE AS EXCHANGE

It was not, however, to be a precedent, he said. [ROHL_A]
I maintain, however, that if anybody has to go, it should be myself. [ROHL_A]

Fr R. Hambye rightly remarks: ‘if he had succeeded in reaching Malabar and in governing his archdiocese for
some time, it can hardly be doubted that he would have gathered all the Catholic Thomas Christians under
his leadership’. This did not happen, however. [KOHL_D]

The two types of Adjunct are also similar both in their own composition (as adverbial
groups and prepositional phrases) and in how they may be differentiated from circumstantial
Adjuncts. Whereas circumstantial Adjuncts fall most naturally at the end of the clause,
where they carry the unmarked tonic (intonational) prominence, modal and conjunctive
Adjuncts occur finally only as Afterthought (see Chapter 3, Section 3.7) and can never
carry the only tonic prominence in the clause. Contrast:

(circumstantial) it rains more heavily on the hill

(modal: comment) it rains more heavily, on the whole
(circumstantial) it rains more heavily on the other side
(conjunctive) it rains more heavily, on the other hand

And while they all can occur thematically, only the circumstantial Adjuncts can normally
occur as predicated Theme (see Chapter 3, Section 3.7): we can say it’s on the hill that it
rains more heavily, but not it’s on the whole that it rains more heavily or it’s on the other hand
that it rains more heavily. Similarly, only circumstantial Adjuncts can serve in thematic
equatives: we can say where it rains more heavily is on the other side but not where it rains
more heavily is on the other hand (in the intended conjunctive sense).

What is common to the modal and conjunctive Adjuncts, as distinct from the
circumstantials, is that they are both constructing a context for the clause. Thus even
though the same semantic feature may be involved — for example, time — it has a different
significance in each case. A modal Adjunct of time, like just, yet, already, relates closely to
the primary tense, which is the ‘shared time’ of speaker and listener; a conjunctive Adjunct
of time such as next, meanwhile, locates the clause in time with respect to the preceding
textual environment; and both are different from time as circumstance, such as in the
afternoon. And the same item may function sometimes circumstantially and sometimes
conjunctively; for example then, at that moment, later on, again, as in:

circumstantial Adjunct:
The fund did not have a cent in the local market then. [ACE_A] ‘at that time’
conjunctive Adjunct:

Grahame courteously listened as Shepard spoke of his plans for the book. Then, leaning forward, he said to
the artist: “I love these little people, be kind to them.” [ACE_C] ‘next’

So for purposes of analysis we can include conjunctive Adjuncts within the framework of

this part of the description. But note that they form a constituent on their own; they are
not part of the Mood or the Residue. See the example in Figure 4-11.
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such men | however seldom make good husbands

Subject conjunctive Adjunct mood Adjunct ‘(present) make’ Complement
Finite Predicator

Mood Residue

Fig. 4-11 Clause with conjunctive Adjunct

4.3.4 Vocatives and Expletives

Another element that figures in the structure of the clause as exchange, but outside the
scope of the Mood and Residue, is the Vocative. This also is fairly mobile, occurring (a)
thematically (cf. Chapter 3, Section 3.5 above on interpersonal Themes); (b) at the boundary
between Theme and Rheme (not usually between Mood and Residue), or (c) clause-
finally; and with the same intonation patterns as the comment Adjuncts. The Vocative can
accompany a clause of any mood, but it is relatively more frequent in ‘demanding’ clauses
(interrogatives and imperatives) than in ‘giving’ ones (declaratives).

It’s lovely darling. — Thanks. Thank you Craig so much for saying so. [UTS/Macquarie Corpus]
Mum you're not enjoying your dinner, are you? — I am. [UTS/Macquarie Corpus]

You're not stupid, are you, darling? [UTS/Macquarie Corpus]

Mum, do you know where the scissors are? [UTS/Macquarie Corpus]|

What do you want darling? — Nothing for me. [UTS/Macquarie Corpus]

No, no, darling, that’s — go the other way. [UTS/Macquarie Corpus]

Oh darling don’t you worry; that’s quite easily arranged. [UTS/Macquarie Corpus]

In using a Vocative the speaker is enacting the participation of the addressee or addressees
in the exchange. This may serve to identify the particular person being addressed, or to
call for that person’s attention; but in many dialogic contexts the function of the Vocative
is more negotiatory: the speaker uses it to mark the interpersonal relationship, sometimes
thereby claiming superior status or power (see Poynton, 1984). The Vocative is also brought
in as a text signal — for example, when signing off in a telephone conversation.

Likewise outside the structure of Mood and Residue, and occurring in more or less the
same places as Vocatives in the clause, are Expletives, whereby the speaker enacts his own
current attitude or state of mind. These are perhaps on the fringe of grammatical structure;
but since they participate fully in the intonation and rhythm of the clause they do figure
in the analysis.

God, mine’s terrific. [Text 82]

And then there was a child crying in the background, so I was thinking ‘oh God, you know, this isn’t the
man’. [UTS/Macquarie Corpus]

Now straight — straight — Jesus! Ok; open the door. [Text 4-3]
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Both Vocatives and Expletives are features of dialogue, especially casual conversation where
they often occur one after the other and together reinforce the ‘you-&-me’ dimension of
the meaning.

We should distinguish from Expletives the individual lexical items (‘swear words’) that
may be sprinkled prosodically anywhere throughout the discourse and have no grammatical
function in the clause (as with bloody in it’s a bloody taxation bloody policy, God). In fact,
they have very little function of any kind, except to serve as the ongoing punctuation of
speech when the speaker has nothing meaningful to say.

To round off this presentation of the elements of the interpersonal structure of the
clause in English, let us represent the elements schematically in relation to the textual and
experiential structures of the clause: see Figure 4-12.

This diagram shows which interpersonal elements can serve as Theme — textual Theme
(conjunctive Adjunct), interpersonal Theme (comment Adjunct, mood Adjunct, Finite,
Vocative), topical Theme (Subject, Complement, circumstantial Adjunct; Predicator in
an ‘imperative’ clause, WH- element in a ‘wh- interrogative clause) — or as Rheme. The
diagram also shows the correlations between interpersonal elements and experiential ones.
Subject and Complement are participants, Finite and Predicator correspond to the process,
and circumstantial Adjuncts to circumstances.

4.4 Mood as system; further options

The network in Figure 4-13 shows the full range options in MooD that we are discussing
in the present chapter. The mood types that we have already discussed, declarative and
yes-no interrogative are terms in the systems of INDICATIVE TYPE and INTERROGATIVE TYPE. In
this section we will introduce further options: wh- interrogative — a subtype of interrogative
contrasting with yes/no interrogative, exclamative — a subtype of declarative contrasting
with affirmative, and imperative — the primary mood type contrasting with indicative
(declarative and interrogative).

4.4.1 WH- interrogatives

The WH- element is a distinct element in the interpersonal structure of the clause. Its
function is to specify the entity that the questioner wishes to have supplied. For reasons
outlined in Chapter 3 above, it typically takes a thematic position in the clause.

The WH- element is always conflated with one or another of the three functions Subject,
Complement or Adjunct. If it is conflated with the Subject, it is part of the Mood element,
and the order within the Mood element must therefore be Subject * Finite, as shown in
Figure 4-14.

If, on the other hand, the WH- element is conflated with a Complement or Adjunct, it
is part of the Residue; and in that case the typical interrogative ordering within the Mood
element reasserts itself, and we have Finite preceding Subject, as in Figure 4-15.

What about WH- / Predicator? There is always the possibility that the missing piece
the speaker wishes to have supplied may be something that is expressed in the verb —
an action, event, mental process or relation — and hence functioning as Predicator. But
the WH- element cannot be conflated with the Predicator; there is no verb to what in
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who killed Cock Robin

Subject/WH- ‘past’ kil Complement
Finite Predicator

Mood Residue

Fig. 4-14 WH- element conflated with Subject

(a) whose little boy are you
Complement/ WH- | Finite Subject
Residue Mood
(b) where have all the flowers gone
Adjunct/ WH- Finite Subject Predicator
Mood
Residue

Fig. 4-15 WH- element conflated with (a) Complement, (b) Adjunct

English'?, so we cannot ask whatted he? Questions of this kind are realized as do + what
(Complement), or what (Subject) + happen, and whatever had something done to it, or
happen to it, comes in as an Adjunct, in the form of a prepositional phrase, usually with
the preposition to. An example is given in Figure 4-16.

what have the elephants | done to the pier

Complement/ WH- | Finite Subject Predicator Adjunct
Mood

Residue

Fig. 4-16 WH- clause having question related to the process

This is one kind of Adjunct that is almost never thematic, for obvious reasons — not only
would it have to override a WH- element, but it is not functioning as a circumstantial
element anyway.

In the selection of the WH- element, the category of Complement can extend to include
the minor Complement of a prepositional phrase (cf. Chapter 5, Section 5.7 on, and
Chapter 6, Section 6.5). Here the WH- element is conflated with the minor Complement
of a prepositional phrase serving as a circumstantial Adjunct in the clause. Since the WH-

17 There are languages with interrogative verbs, as illustrated for Tagalog by Martin (2004: 287).
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element is thematic, the minor Complement of the prepositional phrase is given the status
of Theme, while the minor Predicator appears within the Rheme, in the position the
Adjunct has when it is not thematic; for example:

Who were you talking to? — Speaking to Margaret. [UTS/Macquarie Corpus]
Whose room is it in? — Um, Lily’s. [UTS/Macquarie Corpus]
How long do you cook the food for? — Errm, well it says an hour ... [UTS/Macquarie Corpus]

Who are you going with? — Oh it’s um ... Oh we’ve got this civil law training thing at Legal Aid tomorrow.
Some of the you know the groovier ones want to go out for dinner. [UTS/Macquarie Corpus]

In addition, the WH- element may be conflated with an element from a clause that is
projected by the WH- interrogative clause (cf. Chapter 7, Section 7.5; cf. also Matthiessen,
1991a); for example:

How much chicken do you think = I had __ Kate? — I don’t know darling. I know it’s hard to believe but I
wasn’t watching. [UTS/Macquarie Corpus]

So how many quarters do you reckon = you could have __ ? - I've had heaps. [UTS/Macquarie Corpus]

4.4.2 Exclamatives

These clauses have the WH- element what or how, in nominal or adverbial group. Examples:

What a self-opinionated egomaniac that guy is! — Who is it? - Bob Hawke. [UTS/Macquarie Corpus]
Oh what a case Nata Nasimovah was! [UTS/Macquarie Corpus]

What a darling you are! [UTS/Macquarie Corpus]

What a wise man we have for an Emperor! [Amadeus]

What a disagreeable old man I've become. [Citizen Kane]

How secretive you are! [Of Human Bondage]

How beautifully you make love! [Of Human Bondage]

what conflates with a Complement, as in what tremendously easy riddles you ask; this is
often an attributive Complement, as in what a fool he is. how conflates with an Adjunct,
as in how beautifully you make love. In earlier English the Finite in these clauses preceded
the Subject, as in how are the mighty fallen; but since the Finite * Subject sequence became
specifically associated with the interrogative mood, the normal order in exclamatives has
become Subject * Finite. An example is given in Figure 4-17.

Exclamative clauses of the kind just described have a distinctive grammar; but other
mood types may also realize exclamations; this includes yes/no interrogative clauses that
are negative in polarity:

And then every... come out with a bag full of sweets. — Isn’t it amazing! [UTS/Macquarie Corpus]

Oh, you mean, you just happened to go to Darlington? Isn’t it wonderful! [UTS/Macquarie Corpus]

However, unlike clauses that are exclamative in mood, such clauses do not have a
distinctively exclamative grammar.
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,

What a disagreeable old man | ve become

Complement/ WH- Subject Finite Predicator
Mood

Residue

Fig. 417 Exclamative clause

4.4.3 Imperatives

The imperative has a different system of PERSON from the indicative. Since the imperative
is the mood for exchanging goods-&-services, its Subject is ‘you’ or ‘me’ or ‘you and me’.
If we take the ‘second person’, ‘you’, as the base form, an imperative clause displays the
following paradigm:

unmarked for

person or polarity marked for person marked for polarity
positive look YOU look DO look
negative DON'T look DON'T YOU look DO NOT look

The capitalized forms indicate salience: these syllables must be rhythmically prominent
(they may be, but are not necessarily, tonically prominent; see Chapter 1, Section 1.2.1).
Thus there is a contrast between the imperative // you / look //, with you as Ictus, and the
typical declarative // A you / look //, with you as Remiss and usually phonetically reduced.
(Where two are shown capitalized, at least one is salient.)

In the analysis, the unmarked positive has no Mood element, it consists of Residue
(Predicator): the verb form (e.g. look) is Predicator only, with no Finite in it. The other
forms have a Mood element; this consists of Subject only (you), Finite only (do, don't), or
Finite followed by Subject (don’t you). Any of these can be followed by a Mood tag: won't
you?, will you? — showing that the clause is finite, even though the verb is non-finite (the
imperative of be is be, as in Be quiet!, not the finite form are). Historically the forms do,
don’t derived from non-finite forms of the verb do, but they now function analogously to the
Finite operator in an indicative clause; compare the dialogic sequence Look! — Shall I? — Yes,
do! or No, don’t], with the response consisting of Mood element only.

Corresponding forms of the imperative with ‘you and me’ are:

unmarked for

person or polarity marked for person marked for polarity
positive let’s look LET’s look DO let’s look
negative DON'T let’s look DON'T LET’S look LET’S NOT look

The tag is shall we?, and the response form is Yes, let’s (do let’s); No, don’t let's (let’s not).
Note that the meaning of let’s always includes ‘you’; it is quite different from we/us in
indicative, which may be either inclusive or exclusive of the listener. Hence a sequence
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such as let's go; you stay here is self-contradictory, unless there is a change of addressee; an
offer which is non-inclusive is realized either as declarative we’'ll go, or as let us go, with
imperative on the verb let.

What is the analysis of let’s? Given its place in the paradigm, it is best interpreted as a
wayward form of the Subject ‘you and I’ (note that the marked person is realized by Ictus
on let’s, parallel to that on you). The only anomalous form then is the response Yes, let’s!,
No, let’s not!, which on this analysis has Subject and no Finite; but in each case there is
an alternative form with the Finite element in it, Yes, do let’s!, No, don’t let’s!, which also
suggests that let’s is felt to be a Subject. (The order do let’s corresponds to the earlier second
person ordering as in Do you look!.)

The second person imperative (‘you ...!I") is the typical realization of a demand for goods-
&-services, i.e. a command (Section 4.1 above). The ‘you-&-me’ type, with let’s, realizes
a suggestion, something that is at the same time both command and offer. Is there also
a ‘me’ type, a first person imperative realizing a simple offer? The forms most commonly
found are let me and I'll; the latter is clearly declarative, but let me may be interpreted as
imperative on the analogy of let’s. We can in fact set up a comparable paradigm, with forms
such as

unmarked for

person or polarity marked for person marked for polarity
positive let me help LET me help DO let me help
negative DON'T let me object DON'T LET ME object LET ME NOT object

Note however that the meaning of ‘offer’ is dependent only on the particular goods-&-
services referred to: if the meaning required is ‘allow me to’, the same form will be heard
as a command with let as second person imperative. Hence an expression such as let me
go is ambiguous: either offer, first person imperative (= ‘I offer to go’, with the tag shall
I7), or command, second person imperative (= ‘release me’, with the tag won’t you? or will
you?). An expression such as let me help you is similarly interpretable either way; but here
the effect is a blend, since even the second person imperative ‘allow me to help you’ will
still be functioning as an offer.

We may also recognize a third person imperative form as in Lord save us!; these are rare
except in exclamations and in young children’s speech (e.g. Daddy carry mel). Here, too,
there is a Subject but no Finite operator. These never occur with pronoun Subject; if the
Subject required is a pronoun it will always be accompanied by let as in let them beware!.
This is therefore comparable to let me, and also to let us, from which, of course, the modern
let’s originally derives. (The older variant let you ... no longer occurs.)

Examples of imperative clauses are given in Figure 4-18.

4.4.4 Moop and ToNE

We noted in Chapter 1, Section 1.2.2 that intonation makes a significant contribution to
the interpersonal meaning of the clause. Here what is significant is the choice of tone, the
melodic contour of the tone group: whether the pitch is falling or rising, or neither, or
some combination of the two (see Halliday, 1967a; Halliday & Greaves, 2008). (Tone is a
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(a) come into my parlour will you
Predicator Adjunct Finite Subject
Residue Mood tag

(b) do take care won't you
Finite Predicator | Complement | Finite Subject
Mood Residue Mood tag

(c) let’s £0 home shall we
Subject | Predicator | Adjunct Finite Subject
Mood Residue Mood tag

(d) don't you believe it
Finite Subject | Predicator Complement
Mood Residue

Imperative clauses

prototypical example of the prosodic mode of expression characteristic of the interpersonal
metafunction: see Chapter 2, Table 2-7.)

The fundamental opposition is that between falling and rising; the whole of the tone
system can in fact be constructed out of that simple contrast. At the most general level,
falling tone means certainty, rising tone means uncertainty. A neutral, more or less level
tone, is one that opts out of the choice. There are then two possibilities for forming more
complex tones: falling-rising, which means something like ‘seems to be certain but isn't,
and rising-falling, complementary to that, which means ‘seems not to be certain but is’.
This defines the five simple tones of spoken English. In addition, two compound tones
are formed by adding the neutral tone to one that ends with a fall. The simple tones are
numbered 1 to 5, the compound ones 13 and 53 (‘one three’, ‘five three’). See Table 4-8.

The actual pitch contour traced by any one tone group may be extremely complex; but
the distinctive movement takes place at the point of tonic prominence. Whatever direction
is taken by the tonic foot (tonic segment) determines the tone of the tone group. We shall
assume, for the purposes of this chapter (as we did in Chapter 3), that tonality is unmarked:
that is, each tone group is mapped onto one clause (as shown in Chapter 1, Figure 1-4).
This will help us to bring out the relationship of tone to mood: we can identify the typical
patterns of association between the two.

Let us start with the indicative, which realizes the speech function of proposition.
Declarative clauses most frequently combine with tone 1, the feature of certainty; but
there is a secondary motif, also very common, whereby the declarative goes with tone 4,
showing some kind of reservation.
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Table 4-8 The primary tones of spoken English

Tone Symbol Pitch movement
simple tone 1 \ falling
tone 2 / rising
tone 3 -/ level (actually showing a low rise in pitch)
tone 4 Vv falling-rising
tone 5 A rising-falling
compound | tone13 |\L falling + level
tone 53 | A rising-falling + level

Within the interrogative, the yes/no type is usually found with tone 2, the ‘uncertain’
rising tone. WH- interrogatives, on the other hand, favour tone 1, because although they
are asking for a missing element, the proposition itself is taken as certain. Another way of
putting this would be to say that ‘certainty’ means certainty about the polarity; there is no
issue of ‘yes or no?” with a WH- interrogative clause.

Proposals are typically combined with tones 1 and 3. Imperative clauses, functioning as
commands, typically favour tone 1, as also do modulated declaratives (see Section 4.5); but
a mild command, such as a request, and also a negative command, often comes with tone
3, which has the effect of leaving the decision to the listener. For the same reason offers are
commonly associated with tone 3.

Tone 5 is the one most typical of exclamative clauses, where the meaning is ‘wow!’ —
something that is (presented as) contrary to expectation.

Text4-3illustrates tone selectionsin combination with the declarative, yes/no-interrogative,
wh- interrogative and imperative clauses. This is language in action, a ‘doing’ context: three
removalists are struggling to get a large fridge through a fairly narrow kitchen entrance, past
an oven that’s near the entrance.

Text 4-3: Doing — collaborating: language in action, mood and tone combinations

[13] Got to bring it out sideways a little bit [1] yeah [1]right [1] like that. [3] In we come again. [13]
In a bit [3] come in around here [3] now straight [3] straight [1] Jesus! [3] OK [3] open the door
[1] so you can butterfly around the oven.

[1] Got to get it back.

[1] Which way d’you want to go? [2] Is it jagging or anything? [2] Can you get that door round? [1] You
can’t get that door round [1] is that the trouble? [4] No chance of moving that oven [1] is there?

The tones are not, however, simply additional markers attached to the realization of
mood. They realize distinct grammatical systems of their own, which are associated with
the mood categories. The general name for systems that are realized by tone is Key. The
term KEY covers a number of systems; here we will note just those that relate to the contrasts
mentioned above (for a fuller treatment, see Halliday & Greaves, 2008).
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(1) declarative clauses

unmarked statement: tone 1
reserved statement: tone 4
insistent statement: tone 5
tentative statement: tone 3
protesting statement: tone 2

(2) WH- interrogative clauses

unmarked WH- question: tone 1
tentative question: tone 2
echo question: tone 2 with tonic on WH- element

(3) yes/no interrogative clauses

unmarked yes/no question: tone 2'®
peremptory question: tone 1

(4) imperative clauses

command: tone 1 (unmarked in positive)

invitation: tone 3 (unmarked in negative)

request (marked polarity): tone 13, with tonic on do/don’t
plea: tone 4

Minor clauses — exclamations, calls, greetings and alarms (see Section 4.6.2) — have varied
tones depending on their function. Greetings, and also alarms, tend to have tone 1 or tone
3; exclamations tone 5, calls (vocatives) have every possible tone in the language, with
noticeable differences in meaning, as in (examples from Halliday & Greaves, 2008).

// 1 Eileen // (‘come here!’, ‘stop that’)

// 2 Eileen // (‘is that you?’, ‘where are you?”)

// 3 Ei/leen // (‘listen!’, ‘T've got something to say to you’)

// 4 Eileen // (‘listen carefully!’, ‘don’t tell anyone’, ‘be honest)

//'5 Eileen // (‘now I've told you before!’, ‘take a look at that!”)

Many set phrases have one particular tone associated with them, for example:

//'5 far / from it // //'5 certainly // // 4 hardly // // 13 never / mind //
// 3 your / turn // // 1 good / evening //  // 3 good / night //

18 This tone 2 may also occur with a declarative or imperative clause, querying a preceding statement or
command.
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There are a number of further systems of this kind, some realized by more delicate
distinctions within the primary tones (e.g. tone 1: high falling/mid falling/low falling; tone
2: high rising/sharp fall-rise), others by contrasts within the pretonic segment of the tone
group.

In this section, we have sketched the extension in delicacy of the basic mood types
that is available in spoken English thanks to the phonological resources of tone. Because
a systemic account of grammar takes paradigmatic organization as fundamental (see
Chapter 1, Section 1.3.2), there is no problem with incorporating considerations of tone
(or intonation, in general) into the account since terms in systems may realized by different
syntagmatic patterns such as fragments of constituency-like structure, e.g. ‘declarative’ \
Subject * Finite or prosodic patterns, e.g. ‘reserved statement’ X tone 4. Such realizational
patterns may change over time in a given language, as they have in English in terms of the
function in the grammar of the relative sequence of Subject and Finite, gradually over a few
centuries (cf. Ellegard, 1953). In the grammar of MooD in English, the general principle is
that less delicate distinctions in mood are realized through the Mood element — its presence
and the nature and relative sequence of its element, Subject and Finite, plus the presence
of the WH- element, whereas more delicate distinctions are realized by distinctions in
tone. But such patterns vary across languages. For example, in Vietnamese and Cantonese,
mood distinction of all degrees of delicacy are essentially realized by interpersonal (modal)
particles (which may, of course, have special prosodic features), and in yet other languages
the Predicator may be the main domain of realizations in terms of verbal morphology (see
Matthiessen, 2004b: Section 10.4; Teruya et al., 2007, and references therein).

In English, tones also play a role in some interpersonal systems other than MOOD, viz. in
certain parts of the system of MODAL ASSESSMENT. For example, speech-functional comment
Adjuncts of the type ‘assurance’ are associated with tone 1, whereas those of ‘concession’
are associated with tone 4. Similarly, certain modalities are associated either with tone 1
or tone 4.

4.4.5 Freepom: ‘free’ and ‘bound’ clauses

Let us now turn to the system of FREEDOM that was shown in Figure 4-16. So far we have
been concerned with ‘free’ clauses; the term ‘free’ is the entry condition to the system
of MOOD TYPE. Semantically, this means that ‘free’ clauses realize either propositions or
proposals, serving to develop exchanges in dialogue either by initiating new exchanges or
by responding to ones that have already been initiated.

In contrast, ‘bound’ clauses are not presented by the speaker as being open for negotiation.
For instance, in Text 4-1, Jana presents her mother with a problem in the form of a
proposition realized by a ‘free’ clause, and she backs this up with a reason realized by a
‘bound’ clause:

Statement: give & information Supporting reason: presume & information

\ free: declarative N\« bound

Well, I'm still afraid of him ‘cause he’s bitten me.

I'm scared because I've had an experience where Boof has bit me.
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Jana thus presents the reason not as a challengeable statement but as supporting information
to be taken for granted. Thus Jana’s mother would be more likely to say Are you? rather than
Has he? in response to Well I'm still afraid of him 'cause he’s bitten me; or at least, this is how
Jana positions her mother — in response to her mother’s immediately preceding, reassuring
statement He won't bite you darling. Jana contests this indirectly, by propositionalizing her
fear and downgrading the issue of biting to the states of presumed information about what
happened in the past.

In this example, the bound clauses are hypotactically dependent on a dominant (main)
clause in a hypotactic clause nexus (see Chapter 7): the dominant part of the nexus is
realized by a ‘free’ clause and the dependent part by a ‘bound’ one. This is a very common
pattern, although a dependent clause may of course be dependent on another dependent
clause; e.g.

Il Two men were killed by lethal injection in Texas this year, |l even though they were 17 || when they
committed their offences |l [Text 2]

Il Tours leave from Circular Quay at 10.15am, 12.15am and 2.00pm Tuesday to Sunday, Il although you will
certainly need to book in advance I by ringing Captain Cook Cruises on 2515007. lll [Text 22]

By another step, ‘bound’ clauses may be further removed from the line of negotiation.
They may be down-ranked, and embedded as elements in the structure of a group, either
a nominal group or an adverbial one:

[II'T know Il this is in our reach |l because we are guided by a power larger than ourselves [[who creates us equal
in His image]. lll [Text 307: George W. Bush Inaugural in 2001]

Il The next step is [to remove some impurities]). Il [Text 410]

Il But there was a kind of common moral ground [[in which a good bit of the debate took place]], Il and as it
resolved, Il which it essentially did, Il you see [[a consciousness emerging of [[what really is right]] ], Il which
must mean [[it reflects our built-in conception of [what's right]] ]|. Il [Text 172]

Whether they are dependent or downranked, ‘bound’ clauses may be either ‘finite’ or
‘non-finite’. ‘Finite’ clauses are typically introduced by a binder (or relative/interrogative
item), and have the same modal structure as ‘declarative’ clauses, i.e. Mood: Subject *
Finite — even when they are reports of questions (see Chapter 7, Section 7.5): (they told
me) that he had left, (they asked me) whether he had left; (they asked me) when he had left.
‘Non-finite’ clauses may be introduced by a binder, a structural preposition or conjunctive
preposition; but they may also appear without one (see Chapter 7, Section 7.4.4). Most of
the examples we have given so far have been of ‘finite’ clauses, so let us add a few ‘non-
finite’ ones.

Il The worsening concentration of global corporate power over our government has turned that government
frequently against its own people, Il denying its people their sovereignty [to shape their future]]. lll [Text 174]

Il Then he went in the Navy |l and helped design various gunnery training devices [Jused during World War
I1]. Il [Text 7]

Il My dear Ellen: Your kind letter of October 19th, 1917, has just been received Il and it seems nice [[to hear
something of the family]] Il and I shall be thankful to you for further communications. lll [Text 111]
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Non-finite clauses are even further removed from the status of negotiability than finite ones.

When we consider the negotiability or challengeability of ‘bound’ clauses, we thus find
two variables: (i) is the clause dependent on another clause (or combination of clauses) in
a clause nexus or is it down-ranked, embedded in the structure of a group; (ii) is the clause
finite or non-finite? See Table 4-9.

Table 4-9 ‘Bound’ clauses - function and finiteness

Finite Non-finite
dependent they left || after they had eaten dinner they left || after eating dinner
down-ranked their departure [after they had eaten dinner] their departure [after eating dinner]

‘Bound’ clauses are, as we have suggested, presented as presumed rather than as negotiable.
They lack a number of the interactive features of ‘free’ clauses. They are very unlikely to
be tagged even if they are ‘finite’ and thus look structurally like ‘declarative’ clauses. For
example, while they left after they had eaten dinner, didn’t they? is perfectly fine since it is
the ‘free’ clause they left that is tagged, they left after they had eaten dinner, hadn’t they is
decidedly odd; and their departure after they had eaten dinner, hadn’t they seems impossible.
And ‘non-finite’ clauses cannot be tagged. Similarly, Vocatives and speech-functional
comment Adjuncts — both highly interactive features — are unlike to occur with ‘bound’
clauses. Thus, frankly they left after they had eaten dinner is straightforward, but they left after
frankly they had eaten dinner is unlikely. As everywhere else, the grammar operates with
clines rather than with dichotomies, and it is possible to find what look like tagged bound
clauses, as in the following example from Matthiessen (1995a: 432):

[Il That’s the one [[I should have Il if I had anyT] Il because it’s jolly, isn’t it? Il [LLC: 210]

At the same time, if clauses have more interactive features such as tags, they are closer to
being ‘free’ rather than ‘bound’. Compare the actual example with the following constructed
variant: because it’s jolly, isn't it, that’s the one I should have if I had any. This version seems
much less likely because the reason clause precedes the consequence clause — it is thematic
within the clause nexus (see Chapter 7), so it can no longer be interpreted paratactically as
a ‘free’ clause on the model of for it’s jolly, isn’t it?

4.5 Porarity and mopAL Assessment (including modality)

We referred above, in discussing the Finite verbal operator (Section 4.2.2), to the systems
of POLARITY and MODALITY: POLARITY as the opposition between positive (It is. Do that!)
and negative (It isn’t. Don't do that]); MODALITY as the speaker’s judgement, or request
of the judgement of the listener, on the status of what is being said (It could be. Couldn't
it be? You mustn’t do that. Must you do that?). Both POLARITY and MODALITY are realized
through the Mood element, either through the Finite element (It is/It isn’t; It is/It must be)
or through a separate mood Adjunct (It is/It is not; It is/It certainly is). But interpersonal
judgements, or assessments, extend beyond the ‘core’ grammatical system of modality
to include assessments of temporality and intensity realized like modality through mood

172



Potarity and mooaL assessmenT (including modality)

Adjuncts (e.g. It is/It already is/It almost is), and also other types of assessments beyond the
mood itself that relate either to the proposition being exchanged (e.g. Fortunately it is: ‘it is,
which is fortunate’) or to the act of exchanging it (e.g. Frankly it is: ‘I'm telling you frankly
it is"). We will discuss POLARITY first, then introduce MODALITY as cline between positive and
negative polarity, and finally extend the description to other types of MODAL ASSESSMENT
based on our account of modality.

4.5.1 Porarity

The positive/negative opposition is one that is fairly certain to be grammaticalized in every
language, in association with the clause as proposition or proposal. Typically the positive
clause is formally unmarked, while the negative is realized by some additional element: in
English, by the word not located in the neighbourhood of the verb (for other languages, see
Matthiessen, 2004b: Section 10.4.2.7).1

If we take account of a wide range of discourse types, positive probably works out around
ten times as frequent as negative (see Halliday & James, 1993). But it would be wrong
to think of positive as simply the absence of a negative feature; choosing positive is just
as substantive and meaningful as choosing negative, and this is suggested symbolically in
English by the way the negative marker may get reduced to the point where positive and
negative are more or less equivalent in weight and the negative marker can no longer be
detached to leave a positive form intact, e.g. can/can’t, will/won't, and, in rapid speech, i'n’t,
doe'n’t (for isn’t, doesn’t).

This kind of fusion happens only in conjunction with the Finite element — not does not
get reduced if the verb is non-finite; and this reflects the systemic association of polarity
with mood. What carries the polarity feature, positive or negative, is the speech functional
component of the proposition or proposal; hence when the speaker adds a mood tag,
meaning ‘please check!’, the unmarked form of the tag is the one that reverses the polarity:

You know them don’t you? I didn’t hurt you, did I?

Keep quiet can’t you! Don'’t tell him will you!

If the polarity in the tag remains constant, the meaning is assertive rather than seeking
corroboration (cf. Section 4.1).

It's you is it? (‘It would be!”) They won'’t pay won't they? (‘T'll see about that.”)

It is this reversal of polarity in the tag that enables us to identify the polarity of clauses
containing other negative expressions, such as no, never, no one, nowhere, seldom:

19 The term ‘polarity’ was introduced by Halliday (e.g. 1956) to fill a terminological gap. Linguists have also
used the term ‘negation’. The drawback with this term is that it foregrounds ‘negative’ over ‘positive’
and does not highlight the nature of the contrast. As an alternative to ‘positive’, linguists have also used
‘affirmative’, but this term has also been used as an alternative to ‘declarative’.
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There’s no more paper in the box, is there?
They never came back again, did they?
It seldom works that way, does it?

No one with any sense would behave like that, would they?

These clauses all have negative polarity; so if a negative tag is added, it becomes assertive:
there is no more paper isn't there?”® By contrast, if the negative word is part of some element
in the Residue, the clause itself may be positive:

It’s a question that’s never really been addressed, isn’t it?
She could have not known about it, couldn’t she?

Well you can not go, can’t you?

What is the meaning of polarity in interrogative? In a yes/no interrogative clause, which
is precisely a request for polarity and hence presumably cannot itself pre-empt the choice,
both positive and negative can occur; and here the negative does appear as a marked option,
in that while the positive contains no suggestion regarding the likely answer, the negative
is, in the traditional formulation, a ‘question expecting the answer “yes” ":

Haven't you seen the news?
Aren’t those potatoes done yet?

Aren’t you pleased with it?

(the mother’s question to a child showing no great enthusiasm for a gift). In fact the typical
meaning is slightly more complex than this formulation suggests; what the speaker is saying
is something like ‘I would have expected the answer yes, but now I have reason to doubt’.
How then is the negative question answered? The responses yes, no (see below) state the
polarity of the answer, not the agreement or disagreement with that of the question:

Haven'’t you seen the news? — No (I haven’t). Yes (I have).

— whereas some languages reverse the pattern, or (like French, German and Swedish) have
a third form for the contradictory positive term (cf. Halliday & Hasan, 1976: 208-2009).
In the WH- interrogative, the negative is more variable. It is common enough with why,
especially in contexts of disapproval; e.g. Why didn’t you tell me before? With the other
WH- items the negative is more restricted. It does occur straightforwardly as a question,
e.g. Which ones don't contain yeast?; and especially perhaps in questions of the echo type:

20 The tendency in speech is to prefer the ‘not ... any’ combination: rather than it goes nowhere, which seems
awkward to tag, we get it doesn’t go anywhere (tag: does it?). Likewise it doesn’t often work that way, does
it? This form of realization shows whether the negative is located in the Mood or in the Residue. Thus in
there isn’t any more paper in the box, is there?, the negative is shown to be located in the Mood element, in
contrast with: there is no more paper in the box, is there?; but in either case, the unmarked reversed polarity
of the tag reveals the location of the negative item.
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They didn't have any bananas. — What didn’t they have? Otherwise it tends to function as
the equivalent of a generalized positive:

I'd love to live in a house like that! - Who wouldn’t? (= ‘Everybody would.”)

To return briefly to the words yes and no: these are direct expressions of polarity, but
they have more than one functional status. If they are expressing a speech function, they
are mood Adjuncts; if not, they are continuatives (Chapter 3, Section 3.4 on (1)) and have
no place in the mood structure.

(1) yes and no may function as statements; either in answer to a question, in
acknowledgement to a statement, in undertaking of a command or in acceptance of an
offer (cf. Table 4-1). They are then mood Adjuncts. In this function they are phonologically
salient and often carry tonic prominence. They may occur elliptically, as a clause on their
own; or thematically within the responding clause. So, in answer to It’s Tuesday, isn't it? we
might have various forms of denial, as in Figure 4-19. Note that in (b) the response consists
of two clauses; the no is tonic, as shown by the comma in writing, and could have stood
alone as an answer. In (c) the no is salient but not tonic, and the response is a single clause.

(a) no (b) no, it isn't
Mood Adjunct Mood Adjunct Subject Finite
Mood Mood Mood

(c) no it isn't
Mood Adjunct Subject Finite
Mood

Fig. 419 Yes and no as mood Adjunct

(2) yes and no may function as part of a textual Theme (like oh, well). Here they are
continuatives and serve to signal that a new move is beginning, often but not necessarily a
new speaker’s turn; they have no speech function of their own, and therefore merely reflect
the current polarity — they are not selecting for positive/negative (and so cannot bring about
a switch). In this case they are almost always phonologically weak. Examples are given in
Figure 4-20.

(3) yes (but not n0) may function as a minor clause, as response to a call; it carries tonic
prominence, typically on a rising tone, for example Paddy! - Yes? It does not seem necessary
to label this function grammatically (see Section 4.6.2, on minor clauses). Finally, we
should note that the negative word not occurs in two functions: either it is simply a formal
or written variant of the Finite negative element n’t, in which case it is part of the Finite;
or it is a distinct modal Adjunct in Mood or Residue. In the latter case it is phonologically
salient and may also be tonic, e.g.
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(@)  They're late. — [new speaker:]

yes they usually are

Subject | Mood Adjunct Finite
Mood

textual: continuative topical

Theme Rheme

(b)  Idon'tlike it. — [same speaker:]

no I don't like the idea
Subject | Finite Predicator Complement
Mood Residue

textual: continuative topical

Theme Rheme

Fig. 4-20 Continuatives yes and no: mood and theme structure

// Twill / not al/low it //

// we were / not im/pressed //

In non-finite clauses such as not having been told about it, not to allow it, where there is, of
course, no Finite element and the reduced form n’t cannot occur, the not (or other negative
modal Adjunct) may constitute a Mood element either on its own, or together with the
Subject if there is one.?! Some specimen analyses are given in Figure 4-21.

4.5.2 Modality

Polarity is thus a choice between yes and no. But these are not the only possibilities;
there are intermediate degrees, various kinds of indeterminacy that fall in between like
‘sometimes’ or ‘maybe’. These intermediate degrees, between the positive and negative
poles, are known collectively as MmopaLITY. What the modality system does is to construe
the region of uncertainty that lies between ‘yes’ and ‘no’.

But there is more than one route between the two, (1) one for propositions, and (2)
one for proposals. (1) In between the certainties of ‘it is’ and ‘it isn't’ lie the relative
probabilities of ‘it must be’, ‘it will be’, ‘it may be’. (2) Likewise, in between the definitive
‘do!” and ‘don’t!’ lie the discretionary options ‘you must do’, ‘you should do’, ‘you may do’.

21 The principle is rather complex, but it works as follows: if the agnate finite clause is negative (as shown by
the tag; e.g. she was never given a proper chance, was she?) then the negative Adjunct functions as Mood
element. If the agnate finite clause is positive (e.g. she could not have known about it, couldn’t she?) then
the negative Adjunct forms part of the Residue.
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she couldn’t | possibly not have known about it
Subject | Finite Mood Adjunct Mood Adjunct Predicator Adjunct
Mood Residue
never having been given a proper chance
Mood Adjunct Predicator Complement
Mood Residue
for | anyone | not to take such a waming seriously
Subject | Mood Adjunct Predicator Complement Adjunct
Mood Residue

Fig. 4-21 Modal Adjunct of polarity in finite and non-finite clauses

The space between ‘yes’ and ‘no’ thus has a different significance for propositions and for
proposals.

(1) Propositions. In a proposition, the meaning of the positive and negative pole is asserting
and denying; positive ‘it is so’, negative ‘it isn’t so’. There are two kinds of intermediate
possibilities: (i) degrees of probability: ‘possibly/probably/certainly’; (ii) degrees of usuality:
‘sometimes/usually/always’. The former are equivalent to ‘either yes or no’, i.e. maybe yes,
maybe no, with different degrees of likelihood attached. The latter are equivalent to ‘both
yes and no’, i.e. sometimes yes, sometimes no, with different degrees of oftenness attached.
It is these scales of probability and usuality to which the term ‘modality’ strictly belongs.
We shall refer to these, to keep them distinct, as modalization.

Both probability and usuality can be expressed in the same three ways: (a) by a finite
modal operator in the verbal group (see Table 4-5), e.g. that will be John, he'll sit there all
day; (b) by a modal Adjunct of (i) probability or (ii) usuality (see Table 3-5), e.g. that’s
probably John, he usually sits there all day; (c) by both together, forming a prosody of
modalization (cf. Halliday, 1970, 1979) e.g. that'll probably be John, he’'ll usually sit there
all day.

Note that in a statement the modality is an expression of the speaker’s opinion: that will
be John ‘that’s John, I think’; whereas in a question it is a request for the listener’s opinion:
will that be John? ‘is that John d’you think?’. Modality is thus grounded in the initiating
role of an exchange (cf. Figure 4-1). Note also that even a high value modal (‘certainly’,
‘always’) is less determinate than a polar form: that’s certainly John is less certain than that’s
John; it always rains in summer is less invariable than it rains in summer. In other words, you
only say you are certain when you are not.

(2) Proposals. In a proposal, the meaning of the positive and negative poles is prescribing
and proscribing: positive ‘do it’, negative ‘don’t do it’. Here also there are two kinds of
intermediate possibility, in this case depending on the speech function, whether command
or offer. (i) In a command, the intermediate points represent degrees of obligation: ‘allowed
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to/supposed to/required to’; (ii) in an offer, they represent degrees of inclination: ‘willing
to/anxious to/determined to’. We shall refer to the scales of obligation and inclination as
modulation, to distinguish them from modality in the other sense, that which we are calling
modalization.

Again, both obligation and inclination can be expressed in either of two ways, though
not, in this case, by both together: (a) by a finite modal operator, e.g. you should know that,
I'll help them; (b) by an expansion of the Predicator through verbal group complexing (see
Chapter 8, Section 8.5), (i) typically by a passive verb, e.g. you're supposed to know that, (ii)
typically by an adjective, e.g. I'm anxious to help them.

Proposals that are clearly positive or negative, as we have seen, are goods-&-services
exchanges between speaker and hearer, in which the speaker is either (i) offering to do
something, e.g. shall I go home?, (ii) requesting the listener to do something, e.g. go home!,
or (iii) suggesting that they both do something, e.g. let’s go home! They rarely have third
person Subjects, except as prayers or oaths. Modulated clauses, on the other hand, while
they also occur frequently as offers, commands and suggestions (I'll be going, you should
be going, we ought to be going), regularly implicate a third person; they are statements of
obligation and inclination made by the speaker in respect of others, e.g. John's supposed to
know that, Mary will help; such statements of obligation are common in regulatory texts,
as in

Subject to the provisions of Article 6, a Member shall not provide support in favour of domestic producers
in excess of the commitment levels specified in Section I of Part IV of its Schedule. [WTO: Uruguay Round
Agreement]

—see Text 10-7, and in such texts, Subjects are often realized by nominal groups denoting
inanimate entities and also abstractions (see Text 4-4 below):

Any casual vacancy on the Executive shall be filled by a ballot of the members of the Association at any
general meeting. [From continuation of Text 4-4]

Such statements of obligation function as propositions, since to the person addressed
they convey information rather than goods-&-services. But they do not thereby lose their
rhetorical force: if Mary is listening, she can now hardly refuse; and we know what happens
if we don’t obey the law!

Thus once a proposal becomes discretionary, it shifts into the indicative mood to
accommodate the modal operator; this also means that it takes the full indicative person
system, not the restricted person system of the imperative. Modal clauses are thus in principle
ambiguous as between proposition and proposal (cf. Halliday & Matthiessen, 1999: 558
560, on indeterminacy in the system of modality): this is shown up when the experiential
meaning of the clause points strongly in one direction or the other, for example, she must
be very careless is likely to be interpreted as proposition (modalization), because one does
not usually enjoin people to be careless, whereas she must be very careful is more likely to
be interpreted as a proposal (modulation).

Both modalization and modulation can of course occur in texts of all kinds; but texts
operating in certain situation types are likely to favour either modalization or modulation.
For example, modalization is favoured in ‘expounding’ contexts where the certainty of the
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knowledge being expounded needs to be assessed. There is one example in the taxonomic
report analysed experientially in Table 5-13 in Chapter 5: [10.1] The creature may have
been able to swing the club with great force, where may indicates low probability. At the same
time, there are also examples in such texts of the ‘potentiality’ type of modulation (rather
than of the ‘obligation’ type), as in Predicator of the clause just quoted, been able to, and in
clause [6] of the same text: With its small teeth and weak jaws the dinosaur could take only
plants which could be easily bitten off. Potentialities associated with this dinosaur is part of
the characterization of it.

In contrast, as we noted above, modulation of the ‘obligation’ subtype is highly favoured
in texts operating in regulating texts, as illustrated by Text 4-4, an extract from the
constitution of an association (for another illustration, see Chapter 10, Text 10-7). In such
texts, modals of obligation are very common; in addition to shall and may and be required
to, this text also includes must. While shall is quite uncommon in English in general as a
modal of obligation, in regulatory texts, it is highly favoured. The regulatory nature of the
text also comes through in the lexis: rule, contravene, constitution, act.

Text 4-4: Enabling — regulating (written, monologic): extract from the constitution of

an association??
RULE MAKING POWER

The Association shall make such rules as are required to carry out its functions. The rules shall not contravene
the terms of this constitution, the Education Reform Act, 1990, or the Parents and Citizens’ Associations
Incorporation Act, 1976. The rules may be adopted, altered or withdrawn according to a simple majority vote
at any meeting of the Association for which a month’s notice has been given. Such notice shall include details
of the proposed changes. The rules shall provide for the procedure to be followed —

(a) at meetings of the Association
(b) to convene a substitute meeting when a quorum is not attained at a meeting

(c) in making an application for membership.

Whatis the nature of these modal systems? Since modality is an expression of indeterminacy,
it might be expected that the systems themselves would be notably indeterminate; but they
are no more so than grammatical systems in general. Let us take the system of probability
as one with which to explore further. As we have seen, probability may be construed by
Finite operators, by modal Adjuncts, and by a combination of the two. We can therefore
set up the following paradigm.

certain that must be true that’s certainly true that must certainly be true
probable that will be true that’s probably true that will probably be true
possible that may be true that’s possibly true that may possibly be true

What justifies us in setting this up as a systemic paradigm? These examples are all positive;
let us now make the proposition negative.

22 ‘Constitution for Epping Heights Public School Parents’ and Citizens’ Association’. Text due to Mira Kim.
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certain that must be not true that’s certainly not true
probable that will be not true that’s probably not true
possible that may be not true that’s possibly not true

Suppose now we transfer the negative feature from the proposition itself to the modality:

certain that can’t be true that’s not possibly true
probable that won't be true that’s not probably true
possible that needn’t be true that’s not certainly true

Notice what happens. The middle row is unaffected: it makes no difference whether we
say that’s probably not true or that’s not probably true (or more commonly that’s not likely
to be true). But the top and bottom rows reverse the modality: ‘certain + not’ = ‘not +
possible’; ‘possible + not’ = ‘not + certain’. If the domain of the negation is switched from
the proposition to the modality, the value of the modality in the outer rows also has to be
switched. There is some variation in the items that most typically occur: can’t, rather than
mayn’t; needn’t, rather than mustn’t; not necessarily, rather than not certainly; but these do
not affect the principle at work.

This paradigm shows that probability is organized as a system of three values: a median
value ‘probable’ where the form of the negative is the same whether it is attached to the
modality or the proposition, and two outer values, high ‘certain’ and low ‘possible’, where
there is a switch from high to low, or from low to high, if the negative is shifted between
the two domains. We can represent this in a network as shown in Figure 4-22.

high
— outer
VALUE
e low

~ median

— positive

on proposition
" negative *»[
on modality

Fig. 4-22 The systems of vaLue and poLARITY

POLARITY
EE—

All nine feature combinations may be realized by Finite operator, modal Adjunct, or both.

Exactly the same set of possibilities arises in respect of the three other dimensions of
modality. With usuality, for example, whereas ‘not usually’ is the same as ‘usually not’,
‘sometimes not’ is equivalent to ‘not always’ and vice versa. Similarly with obligation: ‘not
supposed to’ is the same as ‘supposed not to’, whereas ‘allowed not to’ is equivalent to ‘not
required to’, and vice versa. And finally with inclination, ‘anxious not to’ is the same as ‘not
anxious to’, whereas ‘not willing to’ is equivalent to ‘determined not to’, and vice versa. It is

180



Potarity and mooaL assessmenT (including modality)

this parallelism in their construction of semantic space, all lying within the region between
the two poles of positive and negative, that gives the essential unity to this particular region
of the grammar.

Up to now we have treated the different ways of expressing modality simply as if they
were free variants: as if that must be true and that’s certainly true are just different ways of
saying the same thing. But they are not. In order to explore the difference between them,
we should introduce two further variants that cover the same range of meanings. Keeping
to the same category of high probability, we will also find expressions such as it is certain
(that) that is true and I'm certain (that) that is true. Notice what is happening here. With
these last examples, the speaker is explicitly stating the source of the conviction: it is either
being said to be objective, as in it is certain ..., or presented as a subjective judgement on
the speaker’s part, as in I'm certain that .... By contrast with these, the versions presented
earlier leave implicit the source of the conviction. But they also differ along the subjective/
objective dimension: whereas the adverbial form certainly is a way of objectifying the
speaker’s evaluation, the verbal form must carries a subjective loading — it is the speaker’s
own judgement on which the validity of the proposition is made to rest?®. We thus arrive
at a matrix of four feature combinations as follows:

subjective objective
implicit must certainly
explicit I'm certain that ... it is certain that ...

These options are present throughout the system; we can therefore rewrite the network for
modality as shown in Figure 4-23.

We have taken the description of modality up to this degree of detail because in the
analysis of discourse, especially the more conversational, dialogic forms, all these variants
are likely to be met with, and their differences in meaning may have a marked effect on
the unfolding and impact of the discourse?. Text 4-5 gives an example of Robert Morley
deploying the resources of modality in response to a question during a talk show.

23 We see the difference in orientation between mood Adjuncts such as certainly and modal Finites such as
must in the tag. With the subjective type, the speaker gives his or her subjective assessment, and then
asks for the addressee’s subjective assessment: they must’ve left, mustn’t they? In contrast, with the
objective type, the speaker does not ask for the addressee’s subjective assessment; the modality is not
part of the tag: they certainly left, didn’t they? Similarly, can they have left? means ‘in your opinion, have
they left?’, but have they perhaps left? means ‘have they left? — it is possible’ (cf. haven't they left?: ‘have
they left? — | thought it was so’). In other words, with the subjective orientation, the modality is queried, but
not with the objective orientation. Yes/no interrogatives with mood Adjuncts are more restricted than yes/
no interrogatives with modal Finites. For example, has he perhaps left? is fine, but has he probably left? and
has he surely left? seem less likely; and interrogatives with thematic Adjuncts seem unlikely (e.g. perhaps
has he left?).

24 There is an extensive literature on modality in English, and in other languages; and many studies are now
corpus-based, providing us with empirical evidence for extending the description of modality. Such studies
include Tucker’s (2001) systemic functional investigation of possibly as a modal adverb.
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— probability — *
modalization ——{
L |
[ MODALITY usuality
TYPE — obligation — *
modulation ——
L inclination
— subjective
—
L objective
ORIENTATION
modality < — explicit * —
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— implicit
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VALUE .
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Fig. 4-23 System network of mopALITY

Text 4-5: Reporting — chronicling (spoken, dialogic): extract from media interview
with Robert Morley?

Simon Dee: Actually, Robert, we should have your son on here tonight because I believe Sheridan once said
you would’ve made an excellent pope. What is your reply to that?

Robert Morley: I don’t know why he said I would have made — I think if he had taken a more positive attitude
and said I may make a very excellent pope. I'm very young to be pope still; I'm only 61 and popes are usually
about 70 when they start — the slight trouble is that I'm not a Roman Catholic but — indeed I don’t believe
any religion — but if I was — if they insisted that I should become pope {Simon Dee: Yes.} I would submit. Yes,
I would like a go at pope; I'd like a go at most things. I think it would be very nice — very pretty town, Rome,
and I could do a good deal. I would probably be the last pope. I would close the Café de Paris, and I might
close down the Roman Catholic religion, and that would be a pity because I think I've met the next pope,
actually — without dropping names — and then I have a grandson, you know, who is being brought up in the
faith and we all say he is going to be pope one day.

Let us conclude with one more text illustration, an extract from a medical consultation in
the emergency department of a hospital (Text 4-6). This is part of the ‘interview’ phase

25 Simon Dee interviews Robert Morley, January 1969. Available through YouTube http://www.youtube.com/
watch?v=nJzcLaVHJmc.
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of the consultation. Prompted by the doctor, the patient gives an account of how he was
injured. Since he is uncertain about what exactly happened, he modalizes his account,
ranging over the three values — low (may; maybe), median (I think) and high, but negative (I
don’t really know; I'm not sure). All his modalizations except for one (maybe) are ‘subjective’,
one of the ‘implicit’ (may) and the rest ‘explicit’ (I think; I think; I don’t really know; I'm not
sure). In addition, there is one ‘subjective’ modulation — typical of the way symptoms and
signs are described by patients and probed by doctors and nurses: I couldn’t put any pressure
on it at all. If we consider the system of modality in Figure 4-23, we can see that it is easy
to profile the patient’s selections against this potential, pinpointing which parts he uses and
which remain unactivated.

Text 4-6: Recommending — advising (spoken, dialogic): extract from medical*

consultation
Doctor:  So what’s been happening? What happened two weeks ago?

Patient:  Okay. It’s a long story. I was out surf boat rowing. = = Surf board -
Doctor: == Surfing.

Patient:  You know, with the surf boats and we were in the waves {Doctor: Oh, right.}, okay, and waves
hit me from behind. I can’t really remember how it happened, but I think it may have foot straps
{Doctor: Ah-hm.} so I think I've been pushed forward; I don’t really know, like I thought ‘maybe
something hit it’, so I'm not sure. But being cold water, I didn’t really — and then when I got out of
the boat and go oh, that doesn’t feel very good and I couldn’t put any pressure on it and swell - like
it swelled up and I thought, ‘mm’. And I have a fairly high tolerance of pain and I kind of iced it
and put it up and everyday I'd go to work and Id ice it. Went to the physio ...

Doctor:  But you've been walking like this?

Patient: ~ Yeah, like, kind of like a = = [].

We will return to modality in Chapter 10, Section 10.3, where we shall explain the workings
of the system in more detail and show how it depends on the underlying potential for
metaphor that is present as an essential property of human language.

4.5.3 Modal assessment

As noted above, there are types of modal assessments that extend beyond the ‘core’ systems
of POLARITY and MODALITY. Polarity is a highly grammaticalized system, in the sense discussed
in Chapter 2, Section 2.2; and it defines the outer limits within which modality operates
(as shown in Figure 10-6 in Chapter 10). The system of polarity is most likely one of the
most highly grammaticalized system in all languages, although the forms of realization vary
considerably (see e.g. Matthiessen, 2004b: Section 10.4.2.7).

The system of modality is highly grammaticalized in English, but when we move around
the languages of the world, we find a great deal of variation in the grammaticalization
of modality and other types of interpersonal judgement (cf. Matthiessen, Teruya & Wu,
2008). For example, some languages foreground evidentiality rather than modality, and
some languages do not bring modalization and modulation together into a unified system

26 From the EDCOM corpus (Text 070925P017P).
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the way English does. Among Germanic languages, English is unusual in its treatment
of ‘modal verbs’: while such modal verbs have retained a fuller verbal paradigm in other
Germanic languages (and also in other Indo-European languages in the ‘neighbourhood’:
see e.g. Caffarel, 2006, on French), English has evolved a closed set of finite modal auxiliary
verbs, creating a kind of distance in the grammar between modal auxiliaries and lexical
verbs, and of quasi-modals, supplemented by ‘periphrastic’ forms (e.g. can — to be able).

One aspect of the highly grammaticalized nature of modality in English is — not surprisingly
— that it has expanded its domain of realization: within the clause, this domain includes
not only Finite verbal operators (e.g. will) but also Adjuncts within the Mood element (e.g.
probably); and beyond the clause, it includes ‘bi-clausal’ realizations such as I think that ...;
and it is probable that serving as ‘explicit’ manifestations of ‘subjective’ and ‘objective’
orientation, as illustrated in 4-5 and Text 4-6 above for explicitly subject orientation, e.g. I
think I've met the next pope, actually, where I think is an explicitly ‘subjective’ modalization,
contrasting with the explicitly ‘objective’ version it’s probable in it’s probably that I've met
the next pope. Such manifestations are, in fact, metaphorical extensions of the system of
modality, and we shall return to them in Chapter 10, as part of our general account of
grammatical metaphor. Since they are metaphorical realizations, they are also analysed as
if they were expressions serving as mood Adjuncts, as in Chapter 10, Figure 10-3.

Modality embodies a number of simultaneous systems, as shown in Figure 4-23. Other
kinds of modal assessment are characterized by a narrower range of simultaneous systems.
One key reason for this is simply that modal operators serving as Finite have evolved in the
grammar of English as one type of realization of modality (see Table 4-5), other kinds of
modal assessment cannot be realized by finite operators. This is one indication that they are
less highly grammaticalized than modality. The one type of realization that is shared by all
kinds of modal assessment is the modal Adjunct.

We can recognize two types of modal Adjuncts, (i) mood Adjuncts and (ii) comment
Adjuncts. (i) Mood Adjuncts serve within the Mood element, and are closely associated
with the meaning of the Finite element — the limiting case being modality, which (as we
have seen) can also be realized by the operator serving as Finite. (ii) Comment Adjuncts
serve outside the Mood + Residue structure of the clause. They are not part of the
proposition realized by Mood + Residue, but are instead comments on it (propositional) or
on the act of exchanging it (speech-functional). These different types of modal Adjuncts are
characterized by different grammatical properties, including different agnation patterns in
terms of possible alternative forms of realization: see Table 4-10 and Figure 4-24. In Table
4-10, we have also included incongruent realizations that serve to make the orientation
of the assessment explicit; we will return to these in Chapter 10. We have also noted
realizations within the Predicator by verbal group complexes (see Chapter 8, Sections 8.7
and 8.8). Here we will discuss mood Adjuncts first and then turn to comment Adjuncts.
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4.5.3.1 Mood Adjuncts

These are so called because they are closely associated with the meanings enacted by the
mood system: modality and temporality, and also intensity. This means that their neutral
position in the clause is next to the Finite verbal operator, either just before it or just
after it. But there are two other possible locations: before the Subject (i.e. in thematic
position — those of temporality and modality have a strong tendency to function as Theme;
cf. Chapter 3, Section 3.4), and at the end of the clause as Afterthought. This gives the
following paradigm:

(a) but usually they don’t open before ten (thematic)

(b) but they usually don’t open before ten (neutral)

(c) but they don’t usually open before ten (neutral)

(d) but they don’t open before ten usually (afterthought)

The difference between (b) and (c) is also in fact systematic, as becomes clear with some
of these Adjuncts when the polarity is negative: contrast they always don’t open ‘they never
open’ with they don’t always open ‘they open (only) sometimes’. Where this happens the
meaning of options (a) and (d) corresponds to that of (b), not (c): e.g. possibly he couldn’t
decide corresponds to he possibly couldn’t decide, not to he couldn’t possibly decide. Technically,
in (c) the mood Adjunct is actually functioning in the Residue (as can also happen with
Adjuncts of negative polarity, e.g. not in One cannot not communicate: every behaviour is a
kind of communication.). But where the polarity is positive, and even (with some categories)
where it is negative, the difference between (b) and (c) is effectively neutralized; cf. the
example with usually above (and on modality in Section 4.5).

The Adjuncts of modality have already been discussed. Adjuncts of temporality relate to
interpersonal (deictic) time, as introduced earlier in Section 4.2.2. They relate either (i) to
the time itself, which may be near or remote, past or future, relative to the speaker-now; or
(ii) to an expectation, positive or negative, with regard to the time at issue (sooner or later
than expected, as in Many have already achieved a degree of financial security. [ACE_A]: they
have achieved it sooner than could be expected). (The latter may also relate to selections in
secondary tense; see Chapter 6, Section 6.3.) For example:

I suspect that they still think that this is a very different way of learning, and not the way that they would
prefer to do things. [UTS/Macquarie Corpus]

They’ve been typed up and they were the responses to the various things which you had already raised in
relation to the questions that we were asking in that short survey, so I thought you’d probably want to keep a
record of that; and already when I look back over this, I was absolutely astounded. [UTS/Macquarie Corpus]

Oh, I can’t do it yet. [UTS/Macquarie Corpus]
And we still don’t know. [UTS/Macquarie Corpus]|

Adjuncts of modality and temporality containing the feature ‘negative’ have the special
property that, when they occur in thematic position, the order of Subject and Finite is
typically reversed; e.g.
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Never before have fans been promised such a feast of speed with reigning World Champion Ove Fundin
sparking the flame that could set the meeting alight. [LOB_A]

This is a relic of an older pattern whereby the Finite operator always followed immediately
after the first element in the mood structure (a pattern still found in other Germanic
languages). It is not very widespread in current usage, being restricted largely to certain
styles of narrative, and to public speaking.

Adjuncts of intensity fall into two classes, of which again one relates to expectation.
(i) Those of degree may be total, high degree or low degree; the total display the same
shift in value where the clause carries negative polarity (contrast I entirely disagree, [ don’t
entirely agree). These Adjuncts (especially the ‘total’ ones) are typically associated with
interpersonally loaded Processes or Attributes; the same adverbs also function regularly
as Submodifiers within a nominal group (see Chapter 6, Section 6.2.5). (ii) Those of
counterexpectancy are either ‘limiting’ or ‘exceeding’ what is to be expected: the meaning
is either ‘nothing else than, went no further than’ or ‘including also, went as far as’. Adjuncts
of intensity occur medially or finally in the clause, but seldom initially — they cannot be
thematic (hence there is no occasion for those containing the feature ‘negative’ to cause
inversion of Subject and Finite). Examples:

This time, however, it almost came unstuck, or rather stuck in the mud. [LOB_A]

‘These two men almost ended up in the West Auckland Cemetery — in more senses than one,” said Mr. H.
Hewitt, prosecuting. [LOB_A]

Have they actually calculated all the consequences of what they are doing with their tanks and planes in

Berlin? [LOB_B]

It suggested, in fact, that Miss Kind is a very much better harpsichordist than this recital as a whole revealed.
[LOB_C]

A more detailed network for the mood Adjuncts is given in Figure 4-25. Examples of
adverbs serving as mood Adjuncts are given in Table 4-11, Table 4-12 and Table 4-13.

Table 4-11 Adverbs serving as mood Adjuncts of temporality

remote near
future eventually soon
non-future (past/present) | once just

since by
positive still already
negative no longer not yet
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Fig. 4-25 System of mood Adjuncts
Table 4-12 Adverbs serving as mood Adjuncts of modality
median outer: high outer: low
probability probably certainly, definitely; no way (no possibly, perhaps, maybe; hardly
how)
usuality usually always; never sometimes, occasionally; seldom,

rarely

Table 4-13 Adverbs serving as mood Adjuncts of intensity

degree total totally, utterly, entirely, completely
high quite, almost, nearly
low scarcely, hardly

counterexpectancy exceeding even, actually, really, in fact, indeed
limiting just, simply, merely, only
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4.5.3.2 Comment Adjuncts

There is no very clear line between these and the mood Adjuncts; for example, the
‘comment’ categories of prediction, presumption and desirability overlap semantically with
the mood categories shown under modality. The difference is that comment Adjuncts are
less closely tied to the grammar of mood; they are restricted to ‘indicative’ clauses (those
functioning as propositions), and express the speaker’s attitude either to the proposition as
a whole or to the particular speech function. In other words, the target of the comment may
be either ideational (the content of the proposition) or interpersonal (the speech function).
A network for comment Adjuncts is given in Figure 4-26; examples of items serving as
comment Adjunct are set out in Table 4-14.

— natural
— asseverative—>— ohvious

— sure

- predictable
— on whole ———| — prediction { )
unpredictable
hearsay
— propositional — — qualificative —>-— presumption { argument
guess

wisdom luck
{ ) . desirable {
morality — desirability { hope

comment —> — on Subject undesirable
{ positive
negative

— speech-functional

Fig.4-26 System of comment Adjuncts

(1) The propositional (ideational) type occur only with declarative clauses. They appear
at the same locations in the clause as the mood Adjuncts — though for different reasons:
they are less integrated into the mood structure, being located rather according to their
significance for the textual organization of the clause. In particular, they are strongly
associated with the boundary between information units — realized as a boundary between
tone groups: hence the commas that typically accompany them in writing. So they often
occur medially, following the item that is prominent; otherwise, they may occur as Theme,
frequently as a separate information unit, or in final position as Afterthought. For example:

(2) // Unfortunately, // the doctor hasn’t left an address. //
(b) // The doctor, unfortunately, // hasn’t left an address. //
(c) // The doctor hasn’t, unfortunately, // left an address. //
(d) // The doctor hasn’t left an address, unfortunately. //

With this type, the speaker is commenting either on the proposition as a whole or on the
part played by the Subject. In the first case, the comment may be either asseverative (‘it is
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Table 4-14 Examples of realizations of comment Adjunct

type examples of realizations
propositional | on whole asseverative | natural naturally, inevitably, of course
obvious obviously, clearly, plainly, of course
sure doubtless, indubitably, no doubt
qualificative | prediction predictable unsurprisingly, predictably, to no one’s
surprise
surprising surprisingly, unexpectedly
presumption | hearsay evidently, allegedly, supposedly
argument arguably
guess presumably
desirability desirable: luck | luckily, fortunately
desirable: hope | hopefully
undesirable sadly, unfortunately
amusement amusingly, funnily
significance importantly, significantly
on Subject | wisdom & positive wisely, cleverly
& negative foolishly, stupidly
morality & positive rightly, correctly, justifiably
& negative wrongly, unjustifiably
typicality characteristically, typically
speech- unqualified | persuasive assurance truly, honestly, seriously (+ tone 1)
functional concession admittedly, certainly, to be sure
(+ tone 4)
factual actually, really, in fact, as a matter
of fact
qualified validity general generally, broadly, roughly, ordinarily,
by and large, on the whole
specific academically, legally, politically,
ethically, linguistically
personal honesty frankly, candidly, honestly, to be honest
engagement | carracy confidentially, between you and me
individuality personally, for my part
accuracy truly, strictly
hesitancy tentatively
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so’; typically tone 1) or qualificative (‘this is what I think about it’; typically tone 4). These
items cannot function as circumstantial Adjuncts: it makes no sense to say it happened
evidently. Examples:

Jazz Legend: Billy Higgins was reportedly the most recorded jazz drummer in history. He played with such
greats as Dexter Gordon, Thelonious Monk, John Coltrane and Herbie Hancock. Higgins died Thursday at
the age of 64. Check out the NPR Jazz tribute to Higgins. [www.npr.org, 5v01]

Unfortunately he did not know that his wife had been polishing the furniture that day and she had made too
much furniture polish. [ACE_G]

Referring to spending cuts, Brown said ‘unfortunately our work is not finished.” [Reuters]

In the second case the Subject’s role is being evaluated for its wisdom or morality, or
typicality; such expressions can occur circumstantially (contrast wisely, he didn't act,
comment Adjunct, with he didn’t act wisely, circumstance of Manner); for example:

I think Dr Chatterji is wisely implying that reverence is open, faith is blind; reverence permits freedom, faith
demands obedience. [KOHL_G]

They rightly thought that juries could not be relied on to convict in certain sorts of cases. [ACE_G]

Such subject-oriented comments may also be expressed as predications, through verbal
group complexes serving as Predicator, e.g.

Jim was too wise to push me. [ACE_K] ‘Jim wisely didn’t push me’

Harold Clurman is right to say that ‘Waiting for Godot’ is a reflection (he calls it a distorted reflection) ‘of
the impasse and disarray of Europe’s present politics, ethic, and common way of life’. [BROWN1_G] ‘Harold
Clurman rightly says ...~

He is wrong to inject Eisenhower into this campaign [BROWN1_A] ‘he wrongly injects ...’

during the whole Napoleonic era, the major dramatic critics were wont to look upon opera as their exclusive
prerogative. [LOB_G]

(2) The speech functional (interpersonal) type may occur with either declarative or
interrogative clauses, but with a change of orientation: in a declarative, they express the
speaker’s angle (as in Text 4-7), while in an interrogative they seek the angle of the listener.
Their locations in the clause are more restricted; they strongly favour initial or final position.
For example:

(a) Frankly, were you surprised at the outcome?

(b) Were you surprised at the outcome, frankly?

The speech functional type also falls into two subtypes, qualified and unqualified. The
qualified types are closely related to projection (Chapter 7, Section 7.5 below); they can
be expanded by ~ speaking as in generally speaking, and if construed as a separate intonation
unit they will typically take tone 4.
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Text 4-7: Reporting — media interview (spoken, dialogic) [Text 184]
REPORTER: Can I ask you first, as a very prominent Liberal MP how you think the row over Shane Stone’s
memo has affected the party?

ANDREW: Oh Laurie, I'm on your show as the Speaker and frankly as the Speaker, as long as I've had this
office, I've not made a political comment other than the comments [ make to constituents in my electorate.
I'm not about to make one this morning.

The unqualified, which cannot be followed by ~ speaking, are either claims of veracity
(‘factual’; if separate, then tone 4) or signals of assurance or admission (if separate, then
tone 1; the clause is then typically tone 1 if assurance, tone 4 if admission); for example:

Admittedly, merely denying the right to strike or imposing heavy penalties for such strikes without providing
for acceptable procedures to resolve them was too one-sided an approach. Let us, therefore, look for a clue in
the Conventions of the ILO that deal with the Freedom of Association. [KOHL_H]

The networks of mood and comment Adjuncts are drawn up in the perspective
‘from the same level’: they encompass just those items that function as interpersonal
Adjunct. Thus they do not include expressions from the same semantic domain which
do not function as Adjuncts: typically ‘mental’/‘verbal’ clauses (e.g. I regret, I admit) or
‘relational’ clauses (e.g. it is regrettable), non-finite clauses e.g. to be honest, to tell you the
truth, come to think of it. Such expressions would be included in a network drawn up in
the perspective ‘from above’ (cf. Table 4-10 above). Networks of this kind are beyond
the present scope; but the principle is illustrated in the discussion of modality above
(followed up in Chapter 10).

4.6 Absence of elements of the modal structure

4.6.1 Ellipsis

We noted in Section 4.2 that a typical pattern of dialogue in English is one where the
dialogue is carried forward by the Mood element in the clause. An exchange centring on
the validity of an assertion — the identity of the Subject, the choice and degree of polarity
— may be realized by clauses consisting of the Mood only, the Residue being established at
the start and then presupposed by ellipsis, or by substitution with do.

Exchanges involving not the yes/no variable but the WH- variable, where just one element
is under discussion, lead to a different form of ellipsis in which everything is omitted except
that element. Its function in the clause is presupposed from the preceding discourse.

Examples of both kinds of ellipsis are given in Figure 4-27. The question of ellipsis is
taken up again in Chapter 9.

There is also a form of ellipsis of the Subject. In general, every free clause in English
requires a Subject, because without a Subject it is impossible to express the mood of the
clause, at least in the usual fashion. We have already noted that the difference between
declarative and yes/no interrogative is realized by the order of the elements Subject and
Finite; and it is impossible to arrange two elements in order if one of them is not there. So
while the it in it’s raining, and the there in there was a crash, do not represent any entity
participating in the process of raining or of crashing, they are needed in order to distinguish
these from is it raining, was there a crash.
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| might do | won't
Subject Finite Predicator Subject Finite
Mood Residue Mood

(@) (Will you join the dance?)

I (said the sparrow) with my bow and arrow

Subject Adjunct

Mood Residue

(b) (Who killed Cock Robin?)

Fig. 4-27 (a) Substitution and ellipsis of the Residue (yes/no response); (b) Ellipsis
of other presupposed elements (WH- response)

However, there is another feature associated with the realization of these two structures,
and that is the intonation: declaratives usually go down in pitch at the end, while yes/
no interrogatives typically go up (see Section 4.3). So it is possible to signal mood by
intonation, which does not depend on the presence of a Subject; and this makes it possible
for a clause to occur without one. There is, in fact, one condition in which clauses in
English systematically occur without Subjects, one that depends on the notions of giving
and demanding that were discussed as the very beginning of this chapter.

For any clause, there is one choice of Subject that is ‘unmarked’ — that is assumed, in the
absence of evidence to the contrary. In a giving clause (offer or statement), the unmarked
Subject is ‘T’; while in a demanding clause (question or command), the unmarked Subject
is ‘you’. This means that, if a clause that on other grounds can be interpreted as offer or
statements without a Subject, the listener will understand the Subject ‘I' — that is, Subject
equals speaker, for example:

(a) Carry your bag? (‘Shall I ...?")
— Would you? Thanks.

(b) Met Fred on the way here. (‘1...")
- Did you? Where?

Whereas if it is a question or command the listener will understand the Subject ‘you’ — that
is, Subject equals listener, for example:

() Seen Fred? (‘have you ...?")
~No, I haven't.

(d) Play us a tune. (‘Will you ...?")
— Shall I? Alright.
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Notice that (d) is an ordinary imperative clause. In most accounts of English grammar the
imperative is presented as if it was a special case, without any explanation. But it is not; it
is simply an instance of this general principle by which a Subject is ‘understood’. Being a
demanding clause, its unmarked Subject is ‘you’.

As these examples show, typically it is the whole of the Mood element that is left implicit
in such instances: (shall I) carry your bag?, (will you) play us a tune! In an information clause,
however, the Finite element may be present either because it is needed to express tense or
modality, as in might see you this evening (‘I ..."), or because it is fused with the Predicator
as in (b) above. In such instances only the Subject is ‘ellipsed’.

The principle that the Subject to be supplied in a case of ellipsis is always the modally
unmarked one, I or you according to mood, can also be overridden by the context; for
example in

(d) Seen Fred? (‘Have you ...?")

- No; must be away. (‘He ...")

the Subject in the response is understood as ‘he (Fred)’ by presupposition from the preceding
question (‘anaphoric ellipsis’; see Chapter 9, Section 9.5).

We remarked in Section 4.2 above on the relation between the semantic categories of
statement, question, offer and command on the one hand and the grammatical categories
of the mood system on the other. The relationship is a rather complex one. For statements
and questions there is a clear pattern of congruence: typically, a statement is realized as
declarative and a question as interrogative — but at the same time in both instances there
are alternative realizations. For offers and commands the picture is even less determinate.
A command is usually cited, in grammatical examples, as imperative, but it is just as likely
to be a modulated interrogative or declarative, as in Will you be quiet?, You must keep
quiet!; while for offers there is no distinct mood category at all, just a special interrogative
form shall I ...?, shall we ...?, which again is simply one possible realization among many.
This would seem to complicate the question just raised, namely which Subject is to be
understood if none is present. But in general this follows the grammar; for example, in
Have an orange! (imperative ‘will you’), Like an orange? (interrogative ‘would you?’), the
listener will supply ‘you’ as Subject and at the same time interpret the clause as an offer.
There is rarely any misunderstanding, since the listener operates on the basic principle of all
linguistic interaction — the principle that what the speaker says makes sense in the context
in which he is saying it.

4.6.2 Minor clauses

The other circumstance in which a clause does not display a Mood + Residue structure is
if it is realizing a minor speech function. Minor speech functions are exclamations, calls,
greetings and alarms.

These speech functions may be realized by a major clause; for example, exclamations by
a particular kind of declarative (the exclamative, discussed in Section 4.4.2), greetings by an
interrogative or imperative. But there are other forms used in these speech functions which
are not constructed as propositions or proposals. Many of these do not need to be assigned
any internal structure of their own.
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Exclamations are the limiting case of an exchange; they are verbal gestures of the speaker
addressed to no one in particular, although they may, of course, call for empathy on the
part of the addressee. Some of them are in fact not language but protolanguage, such as
Wow!, Yuck!, Aha!l and Ouch!. Others are made of language, with recognizable words and
sometimes even traces of structure; for example Terrific!, You sod!, God's boots!, Bugger
you!, Bullshit]. They can be analysed as nominal groups (Chapter 6, Section 6.2), or as
clauses in terms of transitivity (Chapter 5), if desired.

Calls are the speaker calling to attention another person, or other entity treated as capable
of being addressed: deity, spirit, animal or inanimate object. These do relate to the clause
as exchange; the structural function is that of Vocative, as in Charlie!, You there!, Madam
President, Oh Lord our Heavenly Father. Under this heading we could also include the
response to a call, where relevant; typically the word yes on a rising tone (Section 4.5).

Greetings include salutations, e.g. Hullo!, Good morning!, Welcome!, Hi!, and valedictions,
such as Goodbye!, See you!; together with their responses, largely the same set of forms.
Under this heading we could include well-wishings, like Your very good health!, Cheers!,
Good shot!, Congratulations!. Both calls and greetings include some that are structured as
clauses or nominal groups.

Alarms bear some resemblance to exclamatives, if only in voice quality; but they are
addressed to another party, and they are in general derivable from the grammar of the clause
— they are intermediate between major and minor clauses. Alarms include (a) warnings,
such as Look out!, Quick!, Careful!, Keep off!; (b) appeals, like Help!, Firel, Mercy!, A drink!.
Many of these are clearly imperative and can be analysed as such: Residue only, consisting of
Predicator (help), Predicator plus Adjunct (keep off), optional Predicator plus Complement
([be] careful), and so on. Other are nominal groups; these could in principle be functioning
either as Subject or as Complement, but it is usually impossible to decide between these
two: would Fire!, for example, be ‘filled out’ as there’s a fire, or as fire’s broken out, or even the
house is on fire? This is one place where it is useful to recognize a distinct structural function;
a nominal group which could be either Subject or Complement in an agnate major clause is
said to have the function Absolute. This is not assigned either to Mood or to Residue. The
concept of ‘Absolute’ function is also relevant to headlines, labels, lists and suchlike.

We've seen that Vocatives can function on their own as minor clauses. At the same time,
they can also function as an element of a major clause. When the Vocative functions within
a major clause, it is fairly ‘loosely’ integrated: it falls outside the Mood + Residue structure.
There is one other element that occurs in major clauses but which can also function on its
own in dialogue. This is a textual element — the Continuative (see Chapter 3, Section 3.4),
which is used to indicate how the clause relates to the preceding move in a dialogue: well,
oh, yes, no, and so on. Such items can also function on their own in dialogue, indicating
that the listener is tracking the current speaker’s contribution. This tracking has been called
‘backchannelling’ and items serving this function have been called ‘backchannel-continuers’
or ‘backchannels’; we can extend the category of minor clauses to included instances of this.
For example, see Text 4-8:

Text 4-8: Reporting — admission interview [Text 135]
Professor Hart: |l Yes, Il it’s not as though you have already tried for two or three months to see how this
works out. Il

196



Clause as Subject

Mrs Finney: Il Working. lll No, no; Il what I did do a certain amount — Il 've done — Il T did a certain amount of
reading during the last few months Il and I have been and I went away Il to did it Il to do it. lll T went a way from
home {{Professor Hart: Yes.}} Il so that I wouldn’t be there {{Professor Hart: Yes.}} Il and it worked very well. Il

Such minor clauses include yes, mmh, aha, sure. They do not constitute turns in their own
right; rather they serve to ensure the continuity of the interaction by supporting the current
speaker’s turn (e.g. Stenstrom, 1994), as when Professor Hart says yes to indicate that he’s
following what Mrs Finney is saying. In face-to-face conversation, they may of course be
accompanied — or even replaced — by other, ‘paralinguistic’, indicators such as nodding.

4.7 Clause as Subject

Up to this point, in our discussion of the clause as exchange, we have been illustrating the
Subject with fairly simple, straightforward nominal groups: I, Mary, this teapot, the man in
the moon and so on. This has been done to avoid complicating the issue with longer and
structurally more complex examples.

In real discourse, obviously, there is vastly greater scope and variation in the choice of
Subject in a clause. Depending on the register, we will regularly find examples such as the
following (the Subject is shown by underlining):

(a) The scientific treatment of music had been popular ever since the days of Pythagoras, but most theorists,
like the famous Greek, let their passion for numerical order override practical considerations. Thus even so
outstanding a scientist as Kepler held fast, in his De harmonice mundi (1619), to the old astrological belief in the
association between interval ratios and the structure of the universe, even of human society. The same delight in
a neatly arranged system can be seen in the Gradus ad Parnassum (1725) of the Austrian composer Fux, ...
(Pelican History of Music, Vol. Il p. 246)

(b) Only about four out of every 10 residents ‘affected’ even know their new number, |l said Kevin Read,
spokesman for The Big Number, the phone industry umbrella organization. [Text 15]

(c) A system that just keeps you warm in winter isn’t a very good idea.

(d) Somehow this sort of traditional Hamlet aspect in the untraditional character he was playing didn’t seem
to fit together.

(e) The people who want to play with the cards that have goods trains on have to sit here.

Apart from that in (b), which is a nominal group complex (consisting of two nominal
groups in paratactic relation; see Chapter 8, Section 8.1), each of these Subjects is a single
nominal group. All of them, however, except most theorists in (a), contain some embedded
material: either a prepositional phrase, or a clause, or both. Thus in (a) of music, as Kepler,
in a neatly arranged system are prepositional phrases functioning as Qualifier/Postmodifier
in the nominal group, and therefore form part of the Subject of the clause; likewise the
phrase for business or personal use in the first nominal group in (b).

The Postmodifier in the nominal group functioning as Subject in (c) is an embedded
clause: that just keeps you warm in winter. It is a defining relative clause, as described in
Chapter 6, Section 6.2.2. This, too, falls within the Subject.

In (d) and (e), which are taken from spontaneous speech, the Subject nominal groups are
more complex, since they contain both clauses and phrases in the Postmodifier. That in (d)
has the clause he was playing embedded in the phrase in the untraditional character he was
playing which in turn is embedded in the nominal group having aspect as its Head noun. In
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(e), which was spoken by a child of four, the clause that have goods trains on is embedded
in the phrase with the cards that have goods trains on which is embedded in the clause who
want to play with the cards that have goods trains on; the whole thing is a single Subject, with
the noun people as Head.

Such items are not difficult to recognize and identify as Subjects. There is another
type of embedded clause which does not figure among the examples above, and this is a
clause functioning not as Postmodifier in the nominal group but as Head: in other words,
functioning as if it constituted a nominal group on its own. Examples are:

(f) To argue with the captain was asking for trouble.

(g) Ignoring the problem won’t make it go away.

(h) That all this wealth might some day be hers had simply never occurred to her.

The analysis is shown in Figure 4-28.

to argue with the captain was asking for trouble

Subject Finite Complement

Mood Residue

nominal group: clause as Head verbal group nominal group: clause as Head

Fig 4-28 Embedded clause as Subject

Note thatin this example the Complementis also an embedded clause. (Thisis a characteristic
pattern of one type of identifying relational clause; see Chapter 5, Section 5.4.4.)

In many instances an embedded clause functioning as Subject appears at the end of the
clause in which it is embedded, with an anticipatory it occurring in the normal Subject
position, as in it’s no use crying over spilt milk. In such cases there will be a marked variant
with the clause Subject at the beginning: crying over spilt milk is no use. Here are some
further examples (for analysis of (1), see Figure 4-29):

() It was fortunate for me that the captain was no naturalist.

(k) Itis impossible to protect individuals against the ills of poverty, sickness and decrepitude without some
recourse to the machinery of the state.

() Doesn'’t it worry you that you might get stung?

doesn't | it worry you that you might get stung
Finite Sub- Predicator Complement -ject
Residue
Mood
1 [nominal group] =2 [nominal group]

Fig. 4-29 Embedded clause Subject with anticipatory it
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(As we shall see in Chapter 5, clauses such as (j) and (k) are attributive relational ones,
while clauses such as (1) are emotive mental ones of the ‘please’ type.) With an example
such as (1), the more likely agnate form would be one in which the clause is Postmodifier
to a fact noun as Head:

Doesn’t the fact that you might get stung worry you?

It is important to distinguish clausal Subjects of this kind from those occurring in Theme
predication (cf. Chapter 3, Section 3.7). Let us give three further examples of predicated
Theme:

(m) It was not until fairly recently that this problem was solved.

(n) Pensioner Cecil Burns thought he had broken the slot machine; but it was not the machine he had broken
— it was the bank.

(o) It was last year that he fell ill.

In both these examples and the (j) to (1) type above the Subject will be discontinuous,
consisting of it plus the clause in final position; but the relation between the two parts of
the Subject is different in the two cases. In Theme predication, the final clause is a relative
clause functioning as Postmodifier to the it (where it means ‘the thing that’, ‘the time that/
when’, and so on). The clause as postposed Subject, on the other hand, is a fact clause
(see Chapter 5, Section 5.3, and Chapter 7, Section 7.5.7); and it is related to the it by
apposition (paratactic elaboration: see Chapter 7, Section 7.4.1).

As pointed out in Section 3.7, a clause with predicated Theme always has the verb be,
and has a non-predicated agnate:

it was last year that he fell ill : he fell ill last year
it was the bank he had broken : he had broken the bank

A clause with postposed Subject has no such agnate form; moreover, such clauses are
not restricted to the verb be (cf. example (I) above). Being facts they typically occur in
clauses where the proposition has an interpersonal loading; e.g. a Complement expressing
modality or comment (it is possible unfortunate that ...), or a Predicator expressing affection
or cognition (it worries/puzzles me that ...). See Chapter 5, Sections 5.3 and 5.4 for the status
of these in the transitivity system.

It may be helpful to show both the thematic and the modal analysis here; see Figure
4-30.

199



. CLAUSE AS EXCHANGE

it was not the machine (that) he had broken
Theme Rheme (Theme) Rheme
Theme Rheme
Finite Complement
Subject
Residue
Mood
nominal group
Head Postmodifier
it was the bank
Theme Rheme
Subject Finite Complement
Mood Residue

Fig. 4-30 Subject in Theme predication

4.8 Texts
Text 1: conversation between Nigel (age 4;2) and his father
Moo POL. | DEICTICITY SUBJECT PERSON
1 N | Drown a mermaid! exclamative pos - -
1 F | What? wh-inter. pos -
2 N | (laughing) You can’t drown a mermaid, decl. neg mod non-inter.
the mermaid goes under the water, very deep. decl. pos temp non-inter.
2 F | No, you can’t drown a mermaid, decl. neg mod non-inter.
a mermaid lives in the water. decl. pos temp non-inter.
You can’t drown a fish, either, can you? decl.: tag. neg mod non-inter.
3 | N [ Butyou can drown a deadly stonefish. decl. pos mod non-inter.
3 |F [Youcant- decl. neg mod non-inter.
that’s a fish too. decl. pos temp non-inter.

200




Texts

MooD POL. DEICTICITY SUBJECT PERSON
But it only goes in very shallow water, decl. pos temp non-inter.
S0 it will drown decl. pos mod non-inter.
if you make it go deep. bound pos temp non-inter.
| don’t think it will! decl. neg mod non-inter.
It might get rather uncomfortable, decl. pos mod non-inter.
that’s all. decl. pos temp non-inter.
We must go to the Shedd Aquarium decl. pos mod speaker+
and [we must] have a look at one. decl. pos mod speaker+
No: it wasn't in the Shedd Aquarium; decl. neg temp non-inter.
it was in the Steinhart Aquarium, decl. pos temp non-inter.
They haven't got one at the Shedd decl. neg temp non-inter.
They may have. decl. pos mod non-inter.
No they haven't. decl. neg temp non-inter.
Well you don’t know. decl. neg temp addressee
We only saw a little bit of it. decl. pos temp speaker+
There’s lots more [[that we didn’t see]]. decl. pos temp non-inter.
Ii bound neg temp speaker+
I liked that fish [[that we saw at the Steinhart]] | decl. pos temp speaker
the one [[that its tail wasn't like a fish]].
I bound pos temp speaker+
Il bound neg temp non-inter.
It was eating lettuce. decl. pos temp non-inter.
Oh yes | remember. decl. pos temp speaker
What was it called? wh- inter. pos temp non-inter.
| can’t remember its name. decl. neg mod speaker
Wasn't it funny, y/n-inter. neg temp non-inter.
eating lettuce? bound pos - non-inter.
Actually I think it was a cabbage, wasn't it? decl. pos temp non-inter.
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MooD POL. DEICTICITY SUBJECT PERSON

8 | N ] No-yes!think it was a cabbage. decl. pos | temp non-inter.
And it ate it (laughing). decl. pos temp non-inter.

8 F | It's funny [[ that it liked cabbage]]. decl. pos temp non-inter.
[ bound pos temp non-inter.
There isn't any cabbage in the sea. decl. neg temp non-inter.

9 N | I expect the people at the museum ... the zoo ... | decl. pos temp non-inter.
| mean the aquarium (laughing) gave it the
cabbage.

9 F | Yes, but, | mean, why did it like cabbage? wh- inter. pos temp non-inter.
There aren’t any cabbages decl. neg temp non-inter.
where it actually lives, in the sea. bound pos temp non-inter.

10 | N ] Yes there are cabbages - decl. pos temp non-inter.
no not in the sea, decl. neg temp non-inter.
but in its water. decl. pos temp non-inter.

10 | F | Butthat is sea water, in its tank. decl. pos temp non-inter.
The cabbage doesn’t grow there; decl. neg temp non-inter.
the aquarium people put it in. decl. pos temp non-inter.

11 | N | Nothat's not sea ... decl. neg temp non-inter.
| mean it isn’t the sea [[ that's deep]], the sea decl. neg temp non-inter.
[[that ...

Ii bound pos temp non-inter.
(hesitating) that’s [[where the ships can go, far decl. pos temp non-inter.
far away].

[ bound pos mod non-inter.

11 | F | No but it's water from the sea - decl. pos temp non-inter.
it's the same kind of water. decl. pos temp non-inter.

Analysis of selected clauses from the text (in terms of mood)
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Texts

you can't drown a mermaid
Subject Finite Predicator Complement
Mood Residue
a mermaid lives in the water
Subject ‘present’ live Adjunct

Finite Predicator
Mood Residue
because | the mermaid goes under the water, very deep

Subject ‘present’ g0 Adjunct
Finite Predicator
Mood Residue
you can't drown a fish either | can you
Subject | Finite | Predicator Complement Finite Subject
Mood Residue Mood tag
you can't that 'S a fish too
Subject | Finite Subject | Finite | Complement
Mood Mood Residue
but | it only goes in very shallow water
Subject | Modal Adjunct ‘present’ go Adjunct
Finite Predicator
Mood Residue

S0 it will drown

Subject Finite Predicator

Mood Residue
if | you make it g0 deep

‘present’ make Complement

Subject | Finite Predi- -cator | Adjunct
Mood Residue
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oh yes remember
‘present’ remember
Subject Finite Predicator
Mood Residue
what was it called
Complement/ | Finite Subject Predicator
WH-
Mood
Resi- -due
wasn't it funny eating a lettuce
Finite Subject Complement Predicator Complement
Mood Residue Residue
(1) | actually |1 think it was acabbage |wasn't |it
‘present’ think Su Finite | Compl Finite Su
Adjunct | Su | Finite Pred
Mood Residue Mood Residue Mood tag
(2) | actually | think it was a cabbage wasn't it
Adjunct Subject Finite Complement Finite Subject
Mood Residue Mood tag
(2) | no-yes- | think it was a cabbage
Adjunct Subject Finite Complement
Mood Residue
it 'S funny that it liked cabbage
Sub- Finite | Complement Finite | -ject
Subject | Finite | Predicator Complement
Residue Mood Residue
Mood
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there isn't any cabbage in the sea

Subject Finite Complement Adjunct

Mood Residue

Table 4-15 Summary of Subjects and Finites in the text

No. of occurrences | Subject Finite Turn no.: clause no.
(5) you (= ‘one’) can/can’t 2N:1;2F: 1, 3; 3N:1, 3F: 1
2) mermaid Does 2N:2; 2F:2

() 1 (1) that (‘stonefish’) Is 3F: 2
(1) it ( “ ) Does 4N: 1
3) it (4 ) will/might AN: 2; 4F: 1,2
(1) we Must 4F: 3
2) it (‘the stonefish’) was/ wasn't 5N: 1,2
3) they (‘Shedd’) have/haven’t 5N: 3; 5F:1; 6N: 1
(1) you don’t 6F: 1
(1) we Did 6F: 2
(1) there Is 6F: 3

3) | | (‘Nigel’) Did 7N: 1
2) | (‘father’) do/can’t 71

®) |3 it (‘that fish’) Was N: 2; TF: 2,4
3) it( ) Did 8N: 2; 8F: 1: 9F: 1
2) it (‘lettuce’) Was 7F: 5; 8N: 1
(3) there is/isn’t/aren’t 8F: 2; 9F: 2; 10N: 1
(2) aquarium people Did 9N: 1; 10F: 3
(5) that/it (the fish's water) is/isn't 10F: 1; 11N: 1,2; 11F: 1,2
(1) the cabbage doesn’t 10F: 2

By looking at the mood structure, clause by clause, we can see the way the dialogue proceeds
as a series of exchanges. It begins with a discussion of a proposition, initiated by Nigel, that
something is not possible (you can’t), interspersed with general assertions about mermaids;
these are followed by general assertions about stonefishes, which move from unmodalized
(does) to modalized (will, might), and then by assertions about a particular stonefish (was),
and about the current holdings of the Shedd Aquarium.
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This sequence is terminated by his father, who shifts the orientation away from the
third person (non-interactant) to themselves, with we (speaker+) and you (addressee) as
Subjects (we must, you don’t). Nigel reopens the exchange, beginning with a proposition
about himself and a past experience (I [like]d); he then reorients the past event to the third
person, investing the validity in a particular fish (it ‘that fish"). This leads on to a series of
exchanges in which the dialogue centres on the fish, on its food, on presence or absence
(there is/isn’t), on the activities of the aquarium people, and on the nature of the water in
which the fish was kept and fed.

We have ignored ‘embedded’ clauses (see Chapters 6 and 7) and also clauses functioning
as modalities (I think, I expect, I mean); cf. Section 3.6), since these do not function as
propositions or proposals — they play no part in the structure of the interaction. These aside,
there are 43 clauses that are functioning as propositions, of which 41 are taken account of
in the movement of the dialogue as described above.

Unlike the Theme, which — while it is itself a property of the clause — carries forward the
development of the text as a whole, the Mood element has little significance beyond the
immediate sequence of clauses in which it occurs. It tends to be the overall organization of
the text that determines the choice of Theme in any particular clause, or that determines
at least the general pattern of thematic choices; whereas there may be no general pattern
in the choice of Subject, but only a specific propositional basis for each exchange. In this
particular text, all the Themes are unmarked, which means that in every declarative clause
the Theme is also the Subject. Naturally when this happens the overall sequence of Subjects
will also be patterned; but the pattern displayed is first and foremost a thematic one — it
depends on the status of each of the items as a Theme.

Nevertheless the ongoing selection of Subjects by a speaker or writer does give a
characteristic flavour to a piece of discourse. In this particular example it is clear that
initially Nigel is determining the direction of the dialogue, and that his argument has a
strong orientation towards the outside world; that he starts from general propositions in the
present (which being general are therefore interpreted as valid for any time) and proceeds
to propositions about specific past events. This is the pattern throughout roughly the first
half of the text; so much we can tell simply from looking at the Mood elements, the
configurations of Subject plus Finite. In the second half, by contrast, the argumentation is
much more fluid. Nigel’s father raises a problem that Nigel is unable to grasp; and in the
course of his attempts to elucidate it the argument switches from one Subject to another
from among the various entities that figured as participants in the event in question. Here
the rapid changes of orientation from one proposition to another give a rather fragmentary
character to the dialogue as a whole.
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Text 2: from Peter Calvocoressi: The British Experience 1945-75, pp. 106-7

In this text, both Mood and Theme are marked: Mood by bold, Subject by italics, Theme
by underlining. No commentary is given.

M00D POL. DEICTICITY SUBJECT PERSON
What then were governments trying to do? wh-inter. | pos temp: past | non-inter.
There was not so very much difference between them, extremists on | decl. neg | temp: past | non-inter.
either side excepted -

and these were ineffective. decl. pos | temp: past | non-inter.
All governments accepted an obligation to contribute positively to | decl. pos | temp: past | non-inter.
the prosperity of both sectors.

This contribution was in the nature of things essentially financial; decl. pos temp: past | non-inter.
governments provided money decl. pos temp: past | non-inter.
or facilitated credit, decl. pos temp: past | non-inter.
and with this money private and nationalized businesses would decl. pos mod non-inter.
invest, modernize and grow.

At the same time, and from the very earliest postwar years, decl. pos temp: past | non-inter.
governments of both colours also saw it as part of their job [to

intervene in economic affairs to keep wages in check, whether by

bargaining of by subsidizing the cost of living or by law].

Broadly speaking therefore governments were actively involved [in | decl. pos temp: past | non-inter.
priming industry and restraining wages].

This was their economic strategy. decl. pos temp: past | non-inter.
It did not distinguish fundamentally between the private and the decl. neg | temp: past | non-inter.
public sector,

which were treated as parts of a single whole. bound pos temp: past | non-inter.
There was no fixed dividing line between them. decl. neg | temp: past | non-inter.
Government intervention of this nature was inflationary. decl. pos temp: past | non-inter.
The inflation was modified decl. pos | temp: past | non-inter.
so far as wage rises were restrained bound pos | temp: past | non-inter.
(or matched by higher output) bound pos temp: past | non-inter.
but some inflation was inseparable from a policy [which set out to | decl. pos temp: past | non-inter.
make things happen by supplying money and credit to make them

happen]
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these plus anticipated further rises.

M00D POL. DEICTICITY SUBJECT PERSON
- the more so of course if governments were simultaneously bound pos temp: past | non-inter.
supplying money for social services and social security benefits,
the former as of right bound pos |- non-inter.
and the latter in return for contributions [which did not cover the | bound pos - non-inter.
whole cost].
For about twenty years inflation proceeded at around 3% a year. decl. pos temp: past | non-inter.
Then, in the early seventies, it averaged nearly 10% decl. pos temp: past | non-inter.
and was soon to shoot up much higher. decl. pos temp: past | non-inter.
A modern democratic capitalist economy is based on inflation, decl. pos | temp: pres | non-inter.
and in these years the wherewithal for recovery and expansion decl. pos temp: past | non-inter.
was provided to a significant degree by government, either through
fiscal policy or by direct central or local government expenditure.
(Complaints [that governments were impeding industry and decl. pos temp: past | non-inter.
commerce, e.g. by excessive taxation,] were at bottom pleas for
further inflation.)
At the same time governments hoped decl. pos temp: past | non-inter.
that the private sector in particular would quickly get on its own bound pos mod non-inter.
feet,
attaining a degree of profitability [which would make it sturdily bound pos - non-inter.
independent of governments];
wages policies were designed to this end decl. pos temp: past | non-inter.
and when the end was not attained bound neg | temp: past | non-inter.
government, in later years of our period, remitted taxes on decl. pos temp: past | non-inter.
business,
thereby shifting the fiscal burden from companies to individuals. bound pos |- non-inter.
These policies did not work. decl. neg | temp: past | non-inter.
Unions were powerful enough to insist, if sometimes tardily, on decl. pos temp: past | non-inter.
wage rises [[to match more or more than match the rise in the cost
of living].
Wage claims were increasingly geared not to price rises but to decl. pos temp: past | non-inter.
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MooD POL. DEICTICITY SUBJECT PERSON
Profitability remained therefore elusive, decl. pos temp: past | non-inter.
or was achieved only on paper decl. pos temp: past | non-inter.
by presenting accounts in new ways: bound pos - non-inter.
on the hard test of how much cash there was in the bank profits decl. pos temp: past | non-inter.
were meagre.
Real wage increases were also elusive. decl. pos temp: past | non-inter.
By the late sixties not only rates of profit were falling decl. pos temp: past | non-inter.
but so too was the share of wages as a proportion of the decl. pos temp: past | non-inter.
national product.
Governments were committed to inflation decl. pos temp: past | non-inter.
because they were themselves part of the system [which required | bound pos temp: past | non-inter.
it].
Modern capitalism thrives on expansion and credit, decl. pos temp: pres | non-inter.
and without them it shrivels. decl. pos | temp: pres | non-inter.
Equally however it requires the right context, decl. pos | temp: pres | non-inter.
which is an expanding world economy: bound pos | temp: pres | non-inter.
a national economy is distinct and severable from other national decl. pos temp: pres | non-inter.
economies in some senses but not all.
If the total economy [ of which it is part] does not expand, bound neg | temp: pres | non-inter.
then the inflation in the particular economy ceases to be fruitful | decl. pos temp: pres | non-inter.
and becomes malignant. decl. pos | temp: pres | non-inter.
Furthermore, the more the particular economy flourishes, bound pos temp: pres | non-inter.
the more dependent it is upon the total economy [[to which it is decl. pos | temp: pres | non-inter.
directing a part of its product],
and the more dangerous is any pause in its alimentation — decl. pos | temp: pres | non-inter.
the easier it is to turn from boom to bust. decl. pos | temp: pres | non-inter.
Finally, any government [Joperating within such a system] decl. pos temp: pres | non-inter.
becomes overwhelmingly committed to maintaining it,
more especially when symptoms of collapse appear — bound pos temp: pres | non-inter.
as they did in the last decade of our period bound pos temp: past | non-inter.
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exchanged for food || (which it had ceased to produce for itself

|| when it took the industrial option)]] and for the industrial raw
materials [[which it did not possess within its own borders || (now
much reduced by loss of empire)]].

MooD POL. DEICTICITY SUBJECT PERSON
when governments felt compelled to help not only lame ducks but | bound pos temp: past | non-inter.
lame eagles too.

All this was inflationary. decl. pos temp: past | non-inter.
No government could simply deflate: decl. neg | mod non-inter.
every government did both, decl. pos temp: past | non-inter.
aiming to deflate on balance bound pos |- non-inter.
but constantly inflating to such an extent [that the compensating bound pos - non-inter.
deflation became increasingly harsh and politically dangerous].

Simply to turn off the tap would have been a double disaster, decl. pos mod non-inter.
not only putting millions out of work bound neg |- non-inter.
but also ringing down the curtain once and for all on Britain’s career | bound pos | - non-inter.
as an industrial and trading nation.

If industries were allowed to shrivel and fail bound pos temp: past | non-inter.
they would cease producing the goods [[which the country decl. pos mod non-inter.
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CHAPTER
FIVE

CLAUSE AS REPRESENTATION

5.1 Modelling experience of change
5.1.1 Construing experience as a third line of meaning in the clause

As we showed in Chapter 2, Section 2.7, the clause —like any other grammatical
unit — is a multifunctional construct consisting of three metafunctional lines
of meaning: see the examples in Figure 2-15. In the last two chapters we
have introduced two out of these three metafunctional lines — the textual
line of Theme ~ Rheme (the clause as message) and the interpersonal line
of Mood + Residue (the clause as exchange). We now come to the third
mode of meaning in the organization of the clause — the experiential line of
organization. The three metafunctional lines are unified within the structure
of the clause; textual, interpersonal and experiential functions are conflated
with one another, so that e.g. Theme = Subject = Actor as in Figure 2-15 (a).
Let’s consider an authentic example, Well, ‘usually’ means mostly, doesn’t it,
Mary?, taken from the following passage of dialogue:

Text 5-1: Sharing — casual conversation (spoken & dialogic) [Text 76]
Dano: I don’t want a shower; I had one yesterday.

Father: Oh, I have one every day, Dano, every single day.

Dano: Every single day?

Father: Yeah. So does Mum. Don’t you?

Mother: Usually.

Dano: Usually? See, Dad?

Father: Well, usually means mostly, doesn’t it, Mary?

Mother: It means more often than not.
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Well, usually means mostly, doesn't it, Mary?
textual Theme Rheme
textual topical
interpersonal Mood Residue Mood tag Vocative
Subject | Finite Predicator | Complement | Finite Subject
experiential Token Process Value
syntagm: conjunction | adverbial | verbal group adverbial verbal nominal | nominal
group group group group group group

Fig. 5-1 Clause with three metafunctional lines of meaning

The example is analysed in Figure 5-1 in terms of the textual, interpersonal and experiential

lines of

(@

(ii)

(iif)
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structure.

Textually, the clause Well, usually means mostly, doesn’t it, Mary? presents a
message as a new turn in response to a query (the continuative well) concerned
with an English word (usually) that has just been queried; this is the Theme of
the message. The topical Theme established in this clause is maintained as the
Theme of the next clause and is elaborated further within the Rheme: [Theme:]
It [Rheme:] means more often than not.
Interpersonally, the clause enacts a proposition, in this case a consultative
statement (realized by a tagged declarative: usually means ... doesn’t it) that is
explicitly addressed to a particular person, Mary (Vocative: Mary). This statement
has been prompted by Dano’s query of usually and it elicits a response from
Mary, adjusting the proposition. The ‘nub of the argument’ is realized by the
Subject of clause and the Finite fixes it as ‘present’ in relation to the now of
speaking: usually means ... doesn’t it? — it means ...
And experientially, the clause construes a quantum of change in the flow of
events as a figure, or configuration of a process, participants involved in it and
any attendant circumstances. In the example, the clause construes a relationship
of signification between a word and its meaning: ‘usually’ signifies (represents,
expresses) ‘mostly’. There are three elements in this relationship, one process
(means) and two participants involved in this process (usually and mostly).
®  One of these elements is the Process — the process of ‘meaning’. This process
is represented as being located in, and unfolding through, time: the process
is realized by a verb marked for ‘present’ tense, contrasting with ‘past’ meant
and ‘future’ will mean.
® The other two elements are participants involved in the process of meaning:
one of them represents the expression (usually) and the other its meaning
(mostly). These participants are the Token and Value in the relationship of
signification.



Modelling experience of change

In the unified structure of the clause shown in Figure 5-1, the (topical) Theme is the Subject,
and the Subject is the Token in the experiential structure of the clause; the alignment of
these three functions in the box diagram shows that (topical) Theme = Subject = Token
(usually). Similarly, two of the other interpersonal functions that fall within the Rheme of
the clause have distinct roles in the experiential structure: the combination of Finite and
Predicator = Process (means), Complement = Value (mostly). However, in this example,
certain textual and interpersonal functions do not play roles in the experiential structure.
The textual Theme (well) serves no experiential function, nor an interpersonal one; it
serves simply to mark the continuity of the message of the clause to what’s come before.
The Moodtag (consisting of the tag Finite and Subject) and the Vocative are interpersonal
functions that make an important contribution to the clause as a move in the exchange of
meanings in the dialogue, eliciting an indication of agreement with the proposition (doesn’t
it) from the addressee (Mary).

In the example in Figure 5-1, the process is one of signification. These processes constitute
one of a small number of different process types in the experiential grammar of the clause,
just as the declarative mood constitutes one of a small number of different mood types
in the interpersonal grammar of the clause. There is one further example of a clause of
signification — It means more often than not; but the other clauses represent other types of
process — wanting a shower ([Senser:] I + [Process:] don’t want + [Phenomenon:] a shower),
and having a shower ([Actor:] I + [Process:] had + [Scope:] one + [Time:] yesterday). Let us
now turn to a general account of types of process in the grammar of the English clause.

5.1.2 Types of process

Our most powerful impression of experience is that it consists of a flow of events, or
‘goings-on’. This flow of events is chunked into quanta of change by the grammar of the
clause: each quantum of change is modelled as a figure — a figure of happening, doing, sensing,
saying, being or having (see Halliday & Matthiessen, 1999). All figures consist of a process
unfolding through time and of participants being directly involved in this process in some
way; and in addition there may be circumstances of time, space, cause, manner or one of a
few other types. These circumstances are not directly involved in the process; rather they are
attendant on it. All such figures are sorted out in the grammar of the clause. Thus as well as
being a mode of action — or rather of interaction: of giving and demanding goods-&-services
and information, the clause is also a mode of reflection, of imposing linguistic order on our
experience of the endless variation and flow of events. The grammatical system by which
this is achieved is that of TRaNsITIVITY (cf. Halliday, 1967/8). The system of TRANSITIVITY
provides the lexicogrammatical resources for construing a quantum of change in the flow
of events as a figure — as a configuration of elements centred on a process. Processes are
construed into a manageable set of PROCESS TYPES. Each process type constitutes a distinct
model or schema for construing a particular domain of experience as a figure of a particular
kind — a model such as the one illustrated above for construing signification: Token (usually)
+ Process (means) + Value (mostly); and for construing wanting to shower: [Senser:] I +
[Process:] don’t want + [Phenomenon:] a shower, and showering: [ Actor:] I + [Process:] had
+ [Scope:] one + [Time:] yesterday.

What are the different types of process, as construed by the transitivity system in the
grammar? The picture we derive from English is something like this (for other languages,
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cf. Matthiessen, 2004b: 581-602, and references therein). There is a basic difference, that
we become aware of at a very early age (three to four months), between inner and outer
experience: between what we experience as going on ‘out there’, in the world around
us, and what we experience as going on inside ourselves, in the world of consciousness
(including perception, emotion and imagination). The prototypical form of the ‘outer’
experience is that of actions and events: things happen, and people or other actors do
things, or make them happen. The ‘inner’ experience is harder to sort out; but it is partly
a kind of replay of the outer, recording it, reacting to it, reflecting on it, and partly a
separate awareness of our states of being. The grammar sets up a discontinuity between
these two: it distinguishes rather clearly between outer experience, the processes of the
external world, and inner experience, the processes of consciousness. The grammatical
categories are those of material process clauses (see Section 5.2) and mental process clauses
(see Section 5.3), as illustrated by I'm having a shower (material) and I don’t want a shower
(mental). Text examples of these, and of other process types, are given in Table 5-1. For
instance, you produce so much money is a ‘material’ clause, construing the outer experience
of the creation of a commodity, but I was fascinated by it is a ‘